IMPROVED LOCAL COVARIANCE MATRIX REPRESENTATION FOR HYPERSPECTRAL IMAGE CLASSIFICATION
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ABSTRACT

This paper proposes a novel spectral-spatial feature representation method for hyperspectral image (HSI) classification. It combines the advantages of adaptive weighted filtering (AWF) and local covariance matrix representation (LCMR) to make full use of the spatial similarity and correlation among different spectral bands. Specifically, the proposed method first uses the maximum noise fraction (MNF) to reduce the dimensionality of HSI. Then, multiscale AWF (MAWF) is applied to make use of spatial information. Next, the spectral-spatial features are obtained by calculating the local covariance matrix of the given pixel and its neighbors. Finally, the learned spectral-spatial features of each pixels are fed into support vector machine (SVM) for classification. Experimental results on two publicly available HSI datasets show that the proposed method is superior to several existing methods in terms of both classification accuracy and classification visual effect, especially when the number of training samples is small.

Index Terms— hyperspectral image classification, adaptive weighted filtering, covariance matrix, feature extraction

1. INTRODUCTION

With the development of hyperspectral imaging technology, more and more information can be captured by hyperspectral cameras. So the abundant information contained in HSI makes it possible to perform more reasonable and effective classification. HSI classification plays an important role in precision agriculture, urban mapping, and environmental monitoring, it has been the focus of many recent research efforts [1, 2, 3].

In HSI classification, the difficulties usually arise from the high dimensionality and insufficient training samples.
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To solve these problems, many dimension reduction methods have been used in the early stage of research on HSI classification, including principal component analysis (PCA) and maximum noise fraction (MNF). However, these spectral-based dimensionality reduction methods can not obtain satisfied results by using only spectral information.

Therefore, a large number of spectral-spatial feature extraction methods have been designed in the past few years. For example, Kang et al. proposed a spectral-spatial feature extraction method based on edge-preserving filtering (EPF) for HSI classification. In [4], local binary pattern (LBP) has been used to extract local spectral-spatial information. In addition, Zhou et al. proposed a hierarchical framework for extracting spectral-spatial information in HSI [5]. Recently, inspired by the great success of deep learning in the field of computer vision, deep learning methods have also been widely used in HSI classification [1, 6, 7]. The deep learning-based methods usually require a large number of training samples to achieve better performance. However, in the remote sensing field, there is usually only a small amount of labeled data available since the collection of labeled data is either expensive or time-demanding [1].

Recently, Fang et al. [8] proposed local covariance matrix representation for HSI classification. The LCMR-based method achieves better performance in terms of overall accuracy (OA), average accuracy (AA), and Kappa coefficient, especially when the training samples available are limited. However, this method usually produces classification maps with much noise. In order to deal with this problem, improved LCMR (ILCMR) is proposed in this paper. ILCMR can remove salt and pepper noise in the classification maps by combining multiscale AWF (MAWF) with LCMR. The proposed method can extract the spectral-spatial features effectively and enforce a more spatially smooth classification.

The remainder of this paper is organized as follows. In Section II, AWF and CMR are briefly reviewed. Section III describes the proposed ILCMR method for HSI classification. Section IV provides experimental results using two real HSIs. Section V concludes this paper with some remarks at plausible future research.
2. RELATED WORK

2.1. Adaptive weighted filtering

AWF has been widely used in the field of image processing. It can remove noise according to the relationship between the central pixel and the surrounding pixels in the window. Let $X$ be original image, $X_{i,j}$ denotes the gray value of the pixel location $(i,j)$ in image $X$. Denote $W_{i,j}$ by a $l \times l$ window centered at $(i,j)$. In general, AWF can be defined as

$$X'_{i,j} = \sum_{m=1}^{l} \sum_{n=1}^{l} W_{i,j}^{m,n} X_{i,j}^{m,n},$$

where $X_{i,j}^{m,n}$ is the gray value of the pixel location $(m,n)$ in the current window, $W_{i,j}^{m,n}$ is the weight in the window centered at $(i,j)$, and $X'_{i,j}$ is the output of the filter. Note that the weights can be determined by the relationship between the center pixel and its neighbor pixels.

2.2. Covariance Matrix Representation

Assume that we have an image $I$. For a given region $R \subseteq I$ with $M$ pixel. Let $x_i$ denote the $d$-dimensional feature extracted from the $i$th pixel within $R$, and let $\mu$ denote the mean vector of the set of feature vectors $x_i (i=1...M)$. The CMR of region $R$ can be obtained by

$$C_R = \frac{1}{M-1} \sum_{i=1}^{M} (x_i - \mu)(x_i - \mu)^T.$$

Note that the obtained covariance matrix is located on a non-linear Riemannian manifold space. So the Log-Euclidean-based kernel function can be used to make use of the standard vector space learning algorithm [8].

3. IMPROVED LCMR FOR HSI CLASSIFICATION

Fig.1 shows the flowchart of the proposed method for HSI classification, which consists of the following four steps. First, dimensionality reduction is performed on the original HSI using MNF method, and then MAWF is performed on it. Next, each pixel and its neighboring pixels are extracted in a fixed window to construct LCMR. Finally, the obtained LCMRs are fed into the SVM with Log-Euclidean-based kernel for classification. Our proposed method combines the advantages of MAWF and LCMR.

3.1. Spectral Dimensionality Reduction

In order to remove the noise, dimensionality reduction method is first applied to the original HSI. In this paper, MNF is used as the dimensionality reduction method, since the noise can be effectively removed on the MNF transformed space. Let $S$ and $N$ are signal component and noise component contained in image data, respectively. The MNF aims to find a linear transformation matrix $A$ to maximize the SNR of transformed data. $A$ is the eigenvectors associated with the $L$ largest eigenvalues of $\sum_{N}^{-1} \sum_{I}$, where $\sum_{N}$ and $\sum_{I}$ are the covariance matrix of noise component and original HSI, respectively. Consequently, the dimensionality reduced data $Y$ can be obtained by $Y = A ^T I$ [8].

3.2. Multiscale Adaptive Weighted Filtering

In order to make use of multiscale spatial information, MAWF is adopted in this paper. The central pixel in the filter window can be re-represented according to the weights of its surrounding pixels. We calculate weights with a commonly used Gaussian kernel function. The adaptive weights can be expressed by

$$W_{i,j}^{m,n} = \frac{F_{i,j}^{m,n}}{\sum_{m=1}^{l} \sum_{n=1}^{l} F_{i,j}^{m,n}},$$

where

$$F_{i,j}^{m,n} = \exp\left(-\frac{\parallel Y_{i,j} - Y_{i,j}^{m,n} \parallel^2}{\sigma}\right),$$

where $\sigma$ is a scale parameter of the Gaussian kernel similarity function. In this paper, MAWF make use of the spectral-spatial characteristics of the HSI. We assume that the input data with size $H \times W \times d$ and let $m$ be the number of filter scales, then the size of the output data is $H \times W \times (d \times m)$.

3.3. Construction of LCMRs

In order to further utilize the information of the spectral image, we can construct LCMR by using a square window of fixed size $P \times P$. For each pixel, $K-1$ most similar neighboring pixels are extracted by cosine distance measurement. Then we use the total of $K$ pixels including the central pixel to calculate covariance matrix according to (2). Each non-diagonal element in the matrix represents the relationship between different features. In addition, similar pixels in the local space largely represent the same category or the same substance in the HSI, so local covariance matrices obtained by the extracted similar pixels represent the relationships between different spectral features of the same category of substances [8].
### 3.4. Classification

Finally, the covariance matrices sets are fed into a SVM with Log-Euclidean-based kernel for final classification. The Log-Euclidean-based kernel function is defined by

\[
k_{\logm}(C_1, C_2) = \text{trace}[\logm(C_1)\Delta \logm(C_2)],
\]  

where \(C_1\) and \(C_2\) are two different matrices, \(\logm\) is the logm operator [8].

### 4. EXPERIMENTAL RESULTS

In this section, extensive experiments have been conducted to demonstrate the effectiveness of the proposed method. In this paper, five state-of-the-art methods are used for comparison, including superpixel-based classification method via multiple kernels (SC-MK) [9], local binary pattern based method (LBP), edge-preserving filtering-based method (EPF), multiple feature learning based method (MFL) [10], and LCMR. The classification accuracy is illustrated by OA, AA, and Kappa coefficients.

#### 4.1. Data Description

In this paper, two benchmark HSIs are used to verify the effectiveness of the proposed method. The first HSI was gathered by AVIRIS sensor over the Indian Pines test site in North-western Indiana and has the size of \(145 \times 145 \times 220\). This data set contains 16 classes. The second HSI is the University of Pavia image. It was collected by the ROSIS sensor over the campus at the University of Pavia, Italy. This scene contains 103 spectral bands after 12 most noisy spectral bands are discarded, and each band has the size of \(610 \times 340\) pixels. There are 9 kinds of labeled land covers.

#### 4.2. Comparison with Different Methods

The first experiment is performed on the Indian Pines data set and 2\% of labeled samples per class are randomly chosen for training, and the remaining are used as test samples. The experimental results including the OA, AA, Kappa and average classification accuracies of each class over 10 repeated experiments are reported in Table 1. It can be observed that the classification accuracy of the proposed method is always better than other comparison methods in terms of OA, AA, and Kappa. The proposed method significantly improves the performance of LCMR. One of the reasons for this is that more spatial information has been exploited by MAWF. The classification results can effectively prove the superiority of the proposed method.

Fig. 2 demonstrates classification maps achieved by different methods on the Indian Pines dataset. It can be observed that LCMR obtains a more homogeneous map than other methods. The proposed method not only has a better smoothing effect, but also retains the boundaries and edges well. The reason for this is that the MAWF and LCMR can not only extract effective spectral-spatial features, but also preserve the structure of HSI. Although the LBP has achieved high classification accuracy, it leads to the over-smoothed classification map.

The second experiment is conducted on the University of Pavia dataset, and 1\% of labeled samples per class are randomly selected for training. Table 2 reports the experimental results of different methods. The same conclusion can be drawn on this dataset. Fig. 3 shows the classification maps of six methods. It can be visually observed that the edges and boundaries in the map of the ILCMR are in better accordance with the false color composite.

#### Table 1. Experimental results on the Indian Pines dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>EPF</th>
<th>LBP</th>
<th>MFL</th>
<th>SC-MK</th>
<th>LCMR</th>
<th>ILCMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77.14</td>
<td>86.44</td>
<td>83.46</td>
<td>89.69</td>
<td>92.17</td>
<td>94.76</td>
</tr>
<tr>
<td>2</td>
<td>66.75</td>
<td>81.02</td>
<td>73.66</td>
<td>90.27</td>
<td>90.93</td>
<td>94.22</td>
</tr>
<tr>
<td>3</td>
<td>34.00</td>
<td>84.33</td>
<td>81.06</td>
<td>88.24</td>
<td>91.08</td>
<td>94.02</td>
</tr>
</tbody>
</table>

### Fig. 2. Classification maps on the Indian Pines dataset. (a) False color composite of the hyperspectral image. (b) ground-truth. (c) EPF. (d) LBP. (e) MFL. (f) SC-MK. (g) LCMR. (h) ILCMR.
Table 2. Experimental results on University of Pavia dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>EPF</th>
<th>LBP</th>
<th>MFL</th>
<th>SC-MK</th>
<th>LCMR</th>
<th>ILCMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94.47</td>
<td>87.30</td>
<td>97.18</td>
<td>93.42</td>
<td>95.90</td>
<td>97.48</td>
</tr>
<tr>
<td>2</td>
<td>94.32</td>
<td>99.36</td>
<td>99.27</td>
<td>95.78</td>
<td>99.44</td>
<td>99.83</td>
</tr>
<tr>
<td>4</td>
<td>99.08</td>
<td>98.75</td>
<td>92.49</td>
<td>96.99</td>
<td>98.69</td>
<td>99.31</td>
</tr>
<tr>
<td>5</td>
<td>98.78</td>
<td>89.03</td>
<td>94.37</td>
<td>98.23</td>
<td>91.28</td>
<td>93.64</td>
</tr>
<tr>
<td>6</td>
<td>85.98</td>
<td>95.90</td>
<td>92.38</td>
<td>75.86</td>
<td>92.09</td>
<td>98.21</td>
</tr>
<tr>
<td>7</td>
<td>98.78</td>
<td>51.32</td>
<td>91.81</td>
<td>99.83</td>
<td>90.90</td>
<td>97.05</td>
</tr>
<tr>
<td>OA</td>
<td>94.73</td>
<td>91.97</td>
<td>94.66</td>
<td>93.49</td>
<td>97.18</td>
<td>98.64</td>
</tr>
<tr>
<td>AA</td>
<td>96.47</td>
<td>94.64</td>
<td>91.18</td>
<td>93.42</td>
<td>95.17</td>
<td>97.60</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>92.92</td>
<td>89.28</td>
<td>92.95</td>
<td>91.42</td>
<td>96.26</td>
<td>98.20</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper, ILCMR-based HSI classification method has been proposed. The quantitative results on two publicly available HSI datasets show that the proposed method outperforms several state-of-the-art methods. The proposed method not only takes spectral and spatial information of the HSI into consideration but also overcomes the drawbacks of LCMR. It can obtain high accuracy with limited labeled samples by combining MAWF with LCMR.

In the future, various other HSIs will be used to test the performance of the proposed method. Furthermore, the method of local neighboring pixel construction will be improved.
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