Semi-supervised classification by graph $p$-Laplacian convolutional networks

Sichao Fu $^{a,b}$, Weifeng Liu $^{b,*}$, Kai Zhang $^c$, Yicong Zhou $^d$, Dapeng Tao $^e$

$^a$School of Electronic Information and Communications, Huazhong University of Science and Technology, Wuhan 430074, China
$^b$College of Control Science and Engineering, China University of Petroleum (East China), Qingdao 266580, China
$^c$School of Petroleum Engineering, China University of Petroleum (East China), Qingdao 266580, China
$^d$Faculty of Science and Technology, University of Macau, Macau 999078, China
$^e$School of Information Science and Engineering, Yunnan University, Kunming 650091, China

**A R T I C L E   I N F O**

Article history:
Received 25 May 2020
Received in revised form 20 January 2021
Accepted 25 January 2021
Available online 5 February 2021

**K e y w o r d s:**
Graph convolutional networks
Manifold learning
$p$-Laplacian
Semi-supervised classification

**A B S T R A C T**

The graph convolutional networks (GCN) generalizes convolution neural networks into the graph with an arbitrary topology structure. Since the geodesic function in the null space of the graph Laplacian matrix is constant, graph Laplacian fails to preserve the local topology structure information between samples properly. GCN thus cannot learn better representative sample features by the convolution operation of the graph Laplacian based structure information and input sample information. To address this issue, this paper exploits the manifold structure information of data by the graph $p$-Laplacian matrix and proposes the graph $p$-Laplacian convolutional networks (GpLCN). As the graph $p$-Laplacian matrix is a generalization of the graph Laplacian matrix, GpLCN can extract more abundant sample features and improves the classification performance utilizing graph $p$-Laplacian to preserve the rich intrinsic data manifold structure information. Moreover, after simplifying and deducing the formula of the one-order spectral graph $p$-Laplacian convolution, we introduce a new layer-wise propagation rule based on the one-order approximation. Extensive experiment results on the Citeseer, Cora and Pubmed database demonstrate that our GpLCN outperforms GCN.
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1. Introduction

With the advent of the information age and the growth of unstructured data, higher data dimensions and faster data updates are more prominent. How to extract effective and reasonable data information from massive datasets is an urgent problem to be solved. Therefore, the data information representation methods [1], especially the manifold structure information of data, has become an important research topic for machine learning. The goal of manifold learning [2] is to discover low-dimensional manifold structure from high-dimensional sampled data, i.e. it learns low-dimensional manifold in high-dimensional space, and then finds corresponding embedding mapping relationships to achieve data visualization. The related algorithms of manifold learning (ML) have an important research significance in theory and applications including machine learning [3], data mining [4], and computer vision [5].
In recent years, many prominent ML algorithms have been proposed and achieved great performance in the research hotspots of dimensionality reduction [6], clustering [7] and semi-supervised learning [8].

In the dimensionality reduction methods of ML, it maps the samples globally into a low-dimensional space by constructing the local neighborhood structure of the sample on the manifold. Tenenbaum et al. [9] utilized the geodesic distance in differential geometry to measure the pairwise distance between data. Roweis et al. [10] assumed that the low-dimensional manifold of the data sets and their mappings in the high dimensional observation space is locally linear. Then the dimensionality reduction is achieved by maintaining the fixed local linear relationships. Belkin et al. [11] described a manifold with an undirected graph, then it found a low-dimensional representation by using graph embedding.

The manifold clustering methods are mainly to find the potential manifold structure from the global or local correlation between data. The data will be clustered according to the data similarity for the manifold structure. Souvenir et al. [12] used the Isometric Feature Mapping (Isomap) method to calculate the distance between data, and solved the clustering problem through the expectation–maximization (EM) iterative method. In [13], the similarity of the data is measured by the distance how each sample moves to other samples on the manifold. Ye et al. [14] projected the data into a low-dimensional manifold that maximizes data separability, and then used the Mahalanobis distance as the distance measure in low-dimensional space.

The semi-supervised learning algorithms [15,16] incorporate label information into the data manifold hypothesis, i.e. all samples are distributed on a low-dimensional manifold structure, and the geodesic distance for the sample with the same label is small. Liu et al. [17] used Hessian to preserve the manifold structure of data, which aimed to solve the poor extrapolating power of Laplacian. Cai et al. [18] took full advantage of the information of labeled and unlabeled samples to build a graph, which aimed to express a discrete approximation of the data manifold structure. The goal of this model is to learn a smooth discriminant function using the data manifold information. Kokiopoulou et al. [19] exploited the sparse geometry to express transformed manifold information of data.

Recently, deep learning has also received widespread concerns in the graph data field. Kipf et al. [20] proposed a generalization method of the convolutional neural network (CNN) on graph data, called graph convolutional networks (GCN). GCN can deal with arbitrary spatial structure data. It uses the graph Laplacian method to obtain the structure information of the graph data. GCN can extract representative data feature via automatically learning feature information and structure information of the graph data simultaneously. It is currently the best choice for the graph data learning task. Besides, the learning and computation complexity of the model has linear relationships. Different from GCN, two-order GCN [21] simultaneously utilized the direct and indirect neighbors relationships between nodes by using the two-order approximation of spectral graph Laplacian convolution. HyperGCN [22] generalized the simple graph convolution operation of GCN to the hypergraph domain by using hypergraph Laplacian to capture more complex or beyond pairwise relationships between nodes. Compared with the first-order derivatives of Laplacian, HesGCN [23] can acquire more accurate data features by the existence of the Hessian matrix’s two-order derivatives to get richer structure information in the original data with the complex structures. Graph attention network (GAT) [24] encoded the hidden representations of each node in the graph by introducing the self-attention mechanism to attend over its neighbors. Liu et al. [25] proposed a novel weakly supervised multi-label image classification framework based on GCN with learning the semantic label co-occurrence in an image.

However, the null space of the graph Laplacian is not rich. Thus, the extracted manifold structure relationship fails to have the representative capability of the graph data. Due to the lack of rich structure information, GCN cannot learn sufficient features from input samples (The learning process of GCN can be regarded as the fusion process of the input sample information and the structure information based on graph Laplacian). This reduces the classification performance of GCN as well. To better show the difference of graph Laplacian, graph p-Laplacian (p ≠ 2) and graph p-Laplacian (p = 2) in preserving local geometry of data, Fig. 1 plots the experiment results of graph Laplacian, graph p-Laplacian (p = 2) and graph p-Laplacian (p ≠ 2) based semi-supervised regression methods. The graph Laplacian has a bias towards the constant function and the extrapolation function remains unchanged along the spiral for unseen data, which cannot fit the data properly. When parameter p = 2, graph p-Laplacian has a similar performance with graph Laplacian. Due to the variation smoothness of graph p-Laplacian’s (p ≠ 2) extrapolation function with the geodesic distance, it can fit the data properly and extrapolates perfectly to unseen data.

In this paper, we exploit the graph p-Laplacian method to express the manifold structure of the data samples. The graph p-Laplacian [26,27] is a nonlinear generalization of the graph Laplacian. It provides the most compelling theoretical evidence to better express the local structure information. In other words, graph p-Laplacian obtains tighter isoperimetric inequality, thus the upper and lower bounds on the second eigenvalue approximate the optimal Cheeger cut value well [28]. Compared with graph Laplacian, graph p-Laplacian can fit the data properly and extrapolates smoothly to unseen data with the geodesic distance, i.e. graph p-Laplacian has great superiority in the local manifold structure of data preserving. Besides, we apply the graph p-Laplacian matrix to spectral convolutions in the graph field and obtain a novel form of the spectral graph Laplacian convolutions, i.e. spectral graph p-Laplacian convolutions. Finally, we introduce a layer-wise rule representation form by optimizing the one-order approximation of the spectral graph p-Laplacian convolutions. Specially, we build a model by this layer-wise rule formula, i.e. graph p-Laplacian convolutional networks (GpLCN). It can learn rich sample features by integrating graph p-Laplacian into feature information. We test our model on Citation network datasets for node classification. Extensive experimental results prove that GpLCN obtains a higher recognition accuracy in comparison to GCN.

The main contributions of this paper can be summarized as follows:
1) We generalize the spectral graph Laplacian convolutions into the spectral convolutions on graph p-Laplacian. It can utilize the graph p-Laplacian to better preserve the manifold structure information of data.

2) Simplifying and deducing the one-order approximation of the spectral graph \( p \)-Laplacian convolutions, we propose an effective convolution layer rule.

3) Based on the proposed convolution layer rule, we design a two-layer graph \( p \)-Laplacian convolutional networks (GpLCN).

4) Extensive experiment results on public datasets show that the proposed GpLCN outperforms several semi-supervised classification methods such as GCN, HyperGCN.

The rest of this paper is organized as follows. Section 2 briefly describes related works on graph \( p \)-Laplacian theory and graph convolutional network. Section 3 presents the definition of spectral graph \( p \)-Laplacian convolutions and GpLCN in detail. Experimental results and analysis of GpLCN are shown in Section 4. Finally, Section 5 concludes this paper.

2. Related work

Our GpLCN is inspired by graph \( p \)-Laplacian theory and GCN [20]. We give a brief description of the related works in this section.

2.1. Graph \( p \)-Laplacian theory

Tan et al. [29] proposed the definition of the standard graph Laplacian operator \( \Delta_2 \) through the form of inner product, i.e.

\[
\langle f, \Delta_2 f \rangle = \frac{1}{2} \sum_{i,j=1}^{n} M_{ij}(f_i - f_j)^2
\]  

Fig. 1. The difference of semi-supervised regression methods for fitting two points on the one-dimensional spiral by separately utilizing graph Laplacian, graph \( p \)-Laplacian (\( p = 2 \)) and graph \( p \)-Laplacian (\( p = 2 \)) to preserve the local geometry structures of the data manifold.

1) We generalize the spectral graph Laplacian convolutions into the spectral convolutions on graph \( p \)-Laplacian. It can utilize the graph \( p \)-Laplacian to better preserve the manifold structure information of data.
2) Simplifying and deducing the one-order approximation of the spectral graph \( p \)-Laplacian convolutions, we propose an effective convolution layer rule.
3) Based on the proposed convolution layer rule, we design a two-layer graph \( p \)-Laplacian convolutional networks (GpLCN).
4) Extensive experiment results on public datasets show that the proposed GpLCN outperforms several semi-supervised classification methods such as GCN, HyperGCN.
First, we suppose an undirected and weighted graph $G = (V, E, M)$, $V$ is the vertex set of the graph, $E$ is a set of edges, $M$ is the edge weight set of the graph. $M_i$ is the weight of any edge, $f$ is the eigenvector of the graph Laplace operator. Then, we set a parameter $p \gg 1$ and obtain the inner product form of the graph $p$-Laplacian operator $\Delta p$, i.e.

$$
(f, \Delta p f)_i = \frac{1}{2} \sum_{j=1}^{n} M_i (f_i - f_j)^p
$$

(2)

Finally, we can get the unnormalized and normalized matrix forms of the graph $p$-Laplacian operator $\Delta p$, i.e.

$$
\left(\Lambda_p^{(u)}\right)_i = \sum_{j \in V} M_{ij} \phi_p(f_i - f_j)
$$

(3)

$$
\left(\Lambda_p^{(n)}\right)_i = \frac{1}{d_i} \sum_{j \in V} M_{ij} \phi_p(f_i - f_j)
$$

(4)

Here, $d_i = \sum_{j} M_{ij}$ is the degree function of the graph. $\phi_p(x) = |x|^{p-1}\text{sign}(x)$. When the parameter $p = 2$, $\phi_p(x) = x$, and the graph $p$-Laplacian reduces to the standard graph Laplacian. In addition, Liu et al. [30] has been proved the superiority of graph $p$-Laplacian in manifold structure exploiting compared to graph Laplacian. The computational process of graph $p$-Laplacian is divided into four parts [30]: First, we compute the adjacency matrix $A$ and normalized graph Laplacian $L$. Second, we get the eigenvector decomposition of $L$. Third, we get an approximation for full eigenvectors of graph $p$-Laplacian by the gradient descend optimization method [31]. Finally, we obtain the graph $p$-Laplacian matrix through above steps.

Due to the superiority of the graph $p$-Laplacian in a local structure preserving compared to the graph Laplacian, many authors have done some attempts. Liu et al. [30] used $p$-Laplacian to preserve the manifold structure information of data. They combined pLapR with support vector machines (SVM) and kernel least squares (KLS) for scene recognition. Liu et al. [32] popularized Laplacian regularized sparse coding to $p$-Laplacian regularized sparse coding. The method can get the rich manifold structure relationships of samples. It combined SVM with $p$-Laplacian regularized sparse coding (pLSC) for human activity recognition. Luo et al. [31] proposed a method to get a natural global $p$-Laplacian embedding by full eigenvector analysis for multi-class clustering problems. The embedding space of $p$-Laplacian is achieved through a valid gradient descend optimization method. To avoid the staircase effect of the smooth regions for image denoising and better preserving edges’ structure information, Zhang et al. [33] introduced an adaptive second-order partial differential equation based on the $p$-Laplacian equation to solve this problem. To acquire a fitting graph $p$-Laplacian, the selection of the parameter $p$ is critical for preserving the manifold structure. Thus, Ma et al. [34] gave the ensemble $p$-Laplacian regularization KLS and SVM methods with an optimal fused graph for scene image recognition to better approximate the local geometry of the data. Bougleux et al. [35] utilized the $p$-Laplacian matrix on the directed graphs to construct a structure-preserving filter for editing of 3D colored meshes. It can better preserve the intrinsic structures of the true data distribution.

2.2. Graph Convolutional Networks

The original definition of spectral graph convolution in Fourier domain is the multiplication of a signal $X$ and a filter $g_p$, i.e.

$$
g_p(L) \star X = U \left( \left( U^T g_p \right) \odot \left( U^T X \right) \right)
$$

$$
= U g_p(X) \Lambda U^T X
$$

(5)

Here, in this paper, it used the normalized graph Laplacian, i.e. $L = I_N - D^{-\frac{1}{2}}AD^{-\frac{1}{2}}$, $D = \sum_i \delta_i$. $A$ denotes the adjacency relationship matrix of graph data. $U$ is the eigenvector matrix of $L$ and $\Lambda$ is the eigenvalue matrix of $L$. However, it failed to reflect non-localized in vertex domain and is not applicable for the large graph.

To solve the above-mentioned problems, Defferrard et al. [36] proposed the optimized definition of spectral convolutions on graph data, i.e.

$$
g_p(L) \star X = \sum_{k=0}^{K} \theta_k \tilde{T}_k(\tilde{L}) X
$$

(6)

Here, $\tilde{L} = \frac{2}{\lambda_{\text{max}}}L - I_N$ represents the maximum eigenvalue of graph Laplacian $L$. The definition of Chebyshev is calculated through the recursive form, i.e. $T_0(X) = 1, T_1(X) = X, T_k(X) = 2XT_{k-2}(X) - T_{k-1}(X)$. Defferrard et al. [36] built a model through K-order localized spectral graph convolutions.

Kipf et al. [20] provided a method for processing graph-structure data and applied the convolutional neural networks for images in deep learning to graph data. The filter of the convolution networks is moved to the Fourier domain with the graph signal for processing. This model is based on the one-order polynomial of graph Laplacian on graph data ($K = 1$), i.e. graph convolutional networks (GCN). Finally, it uses an optimized layer-wise formula of GCN, i.e.

$$
H^{(L+1)} = \sigma \left( \tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}H^{(L)}W^{(L)} \right)
$$

(7)
Here, $\tilde{A} = A + I_N$ is the adjacency relationship matrix including self-connections on graph data. $A$ is the adjacency relationship matrix. $D_{ii} = \sum_j \tilde{A}_{ij}$ is the degree matrix about $\tilde{A}$. $W^{(l)}$ is the weight parameter of each-layer networks. $H^{(l)}$ is the sample feature information extracted by the last layer, $H^{(0)} = X$. $\sigma$ is the activation function. The GCN model was built by the multiple convolution layers in the layer-wise form.

3. Graph $p$-Laplacian convolutional networks

Inspired by the definition of spectral convolution on graph data and the GCN model, we introduce a novel definition on the graph, i.e. spectral graph $p$-Laplacian convolution. Moreover, we introduce a new layer-wise propagation rule form via the one-order approximation of spectral graph $p$-Laplacian convolutions. Specifically, we build a new model by using the multiple layer-wise propagation formula, named graph $p$-Laplacian convolutional networks (GpLCN).

The GpLCN algorithm can be divided into three parts. The first part is the definition of the layer-wise propagation rule. In this part, we demonstrate that the concept of spectral graph $p$-Laplacian convolution can be derived from the definition of spectral convolution on graph data. Then we limit the order in the graph $p$-Laplacian polynomial and obtain a scalable layer-wise model. The second part is the convolution layer networks of GpLCN. We show the definition of the first and second convolution layers of GpLCN, and explain the amalgamation process of the structure information into the feature information. Finally, the most representative data features are used for classification. In this paper, we use the Softmax classifier. Fig. 2 shows the basic framework of the multi-layer GpLCN model, which can be built by stacking the multi-layer layer-wise convolution layer rule.

3.1. Spectral graph $p$-Laplacian convolution

GCN model uses a one-order approximation of the graph Laplacian to express the manifold structure information of data. In each convolution layer, it embeds the structure information to feature information, which aims to obtain the representative data features. But the geodesic function in the graph Laplacian null space is a constant. This results in poor extrapolating power for the GCN model and cannot obtain the manifold structure relationships that fit the data properly.

To extract more structure information of graph data manifold, we utilize graph $p$-Laplacian to acquire the data manifold structure. Furthermore, we combine the spectral convolution with graph $p$-Laplacian and reach a new definition for processing signals, i.e. spectral graph $p$-Laplacian convolution.

$$g_p(L_p)\star X = \sum_{k=0}^{k} \theta_k T_k(I_p)X$$

Fig. 2. The basic framework of the multi-layer GpLCN model.
Here, $\tilde{L}_p = \frac{2}{\lambda_{\text{max}}}L_p - I_N$. $L_p$ represents the graph $p$-Laplacian. $I_N$ is an identity matrix. $\lambda_{\text{max}}$ is the largest eigenvalue in the graph $p$-Laplacian. $\theta$ is the coefficient of the filter.

This definition uses the K-order approximation of the graph $p$-Laplacian. Each model can be built through multiple operation units defined by Eq. (8). In this paper, we limit the layer-wise convolution operation, i.e. $K = 1$. The goal is to obtain a linear function on the graph $p$-Laplacian spectrum. It is used to improve the expressive power of the convolution filter function. Thus, we can acquire the simplified formula of a spectral graph $p$-Laplacian convolution, which is named GpLCN-1. i.e.

$$g_{\theta}(L_p) \star X = \sum_{k=0}^{k-1} \theta_k T_k(\tilde{L}_p) X$$

$$= \theta_0 X + \theta_1 \left( \frac{2}{\lambda_{\text{max}}}L_p - I_N \right) X$$

This formula has two filter parameters, i.e. $\theta_0$ and $\theta_1$. The filter parameters are shared by each convolution layer. However, in practice, it will increase the computation complexity of each convolution layer. To avoid overfitting and cut down model computation complexity, we further optimize Eq. (9) (In this paper, to distinguish the adjacency relationships between self-connections and avoid the existence of abundant negative numbers in sample structure information, we let $\theta_0 = 0$ and $\theta_1 = 0$) and reach a final definition of one-order spectral graph $p$-Laplacian convolution, which is named GpLCN, i.e. layer-wise propagation rule of GpLCN.

$$Z = g_{\theta}(L_p) \star X = \theta \left( \frac{2}{\lambda_{\text{max}}}L_p - I_N \right) X$$

Here, $\theta$ is the weight matrix of each convolution layer. $\frac{2}{\lambda_{\text{max}}}L_p - I_N$ is the sample manifold structure information. $X$ is the output feature information of last convolution layer. $Z$ is the output of each convolution layer, which is the amalgamation process of sample feature information and manifold structure information.

3.2. GpLCN based on spectral graph $p$-Laplacian convolution

Thus, we can obtain the following layer-wise propagation rule, i.e.

$$H^{(l+1)} = \sigma \left( \frac{2}{\lambda_{\text{max}}}L_p - I_N \right) H^{(l)} W^{(l)}$$

where, graph $p$-Laplacian $L_p \in \mathbb{R}^{N \times N}$ and graph Laplacian L $\in \mathbb{R}^{N \times N}$ are positive semi-definite matrices. Graph Laplacian based structure information $\tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} \in \mathbb{R}^{N \times N}$ and graph $p$-Laplacian based structure information $\left( \frac{2}{\lambda_{\text{max}}}L_p - I_N \right) \in \mathbb{R}^{N \times N}$ are pre-processing steps and have been calculated before model training. Thus graph $p$-Laplacian $L_p$ does not increase the computation complexity of GpLCN, i.e. GpLCN model has the same computation complexity $O(\mid E \mid)$ as GCN. Kipf et al. [20] detailedly analyzed the complexity of the local structure information. We briefly analyse the network structure of our proposed graph $p$-Laplacian convolutional networks in Algorithm 1.

**Algorithm 1.** Multi-layer Graph $p$-Laplacian Convolutional Networks

**Input:** Data X  
**Parameters:** Dropout rate, learning rate etc.  
**Output:** Mean classification accuracy
1. Construct p-Laplacian matrix $L_p$ of data.  
2. Compute structure information $\tilde{G} = \frac{2}{\lambda_{\text{max}}}L_p - I_N$.  
3. Initialize the hyperparameters.  
4. for $j = 0 \to k - 1$
5. $H^{(1)} = \text{RELU} \left( \tilde{G} X W^{(0)} \right)$.  
6. $H^{(2)} = \text{RELU} \left( \tilde{G} H^{(1)} W^{(1)} \right)$.  
7. $\cdots$
8. $H^{(l+1)} = \tilde{G} H^{(l)} W^{(l)}$.  
9. until convergence
10. Get the optimal $W^{(0)}, W^{(1)}, \cdots$ and $W^{(l)}$.  
11. Return the mean classification accuracy of data.
In this paper, we use a two-layer GpLCN as an example to demonstrate the effectiveness of our proposed method. In fact, we can also build a deeper GpLCN model. When the number of the model layer increases, the computation efficiency of the model will become worse significantly. However, the classification accuracy of the model may not be effectively improved. After performing a pre-processing, i.e. \( G = \frac{2}{\max L_p} - I_N \), we have the following convolution layer formula.

\[
H^{(2)} = \tilde{G}\left(\text{RELU}\left(\tilde{G}H^{(0)}W^{(0)}\right)\right)W^{(1)}
\]

(12)

Fig. 3 illustrates the implementation process of a two-layer GpLCN (the experimental model of this paper) in detail. \( W^{(0)} \) is the weight parameter of the first layer. \( H^{(0)} \) is feature information of the original input data. We use k-NearestNeighbor with Euclidean distance to construct the adjacency matrix of data, i.e. A. The first convolution layer is the embedding process of sample structure relationships and features information of the original input data. This aims to extract the most representative sample features, i.e. \( H^{(1)} = \text{RELU}\left(\tilde{G}H^{(0)}W^{(0)}\right) \). In this paper, we use the RELU activation function. The convergence speed will be much faster than the sigmoid and tanh functions. It needs only a threshold to obtain the activation value.

The process of the second convolution layer is similar to that of the first convolution layer. Each layer constructs the manifold structure information of the data samples. \( H^{(1)} \) is the sample output feature information of the first layer. \( W^{(1)} \) is the weight matrix of the second convolution layer. In the GpLCN model, we use two-layer neural networks to demonstrate our ideal. \( H^{(2)} = \tilde{G}H^{(1)}W^{(1)} \) is an \( M \times N \) matrix (\( M \) is the number of samples, \( N \) is the number of sample classes). It is the final output of the data feature.

Following, we take the extracted sample features as the input of the classifier. In the GpLCN model, we use the Softmax classifier. The number of dataset categories determines the number of units in the output layer of Softmax. Under the actions of the Softmax classifier, each neural unit calculates the probability that the current sample belongs to this class.

In the training process of the GpLCN model, we need to optimize parameters continuously. Thus, we use the cross-entropy loss function to minimize the error. This aims to let the model fit our training data, i.e.

\[
C = -\sum_k y_k \log Z_k
\]

(13)

\( y_k \) is the probability of the true distribution, i.e. the class label. \( Z_k \) is the probability estimation that calculates truth data using the Softmax classifier. Besides, we treat the accuracy as the evaluation criterion of the GpLCN model.

4. Experiments

In this section, to demonstrate the performance of the proposed GpLCN model, we conduct substantial experiments for node classification on citation network databases, such as Citeseer, Cora and Pubmed [37]. The description of the citation
network datasets is shown in detail. The parameter settings of the GpLCN model are then given. We finally provide the experiment results.

4.1. Experiment database

The Citeseer dataset [38] contains 3327 machine learning publications. All publications are divided into six classes, such as AI, IR, HCI, Agents, DB and ML. Each publication has 3703 different words. This database contains 4732 document link relationships.

The Cora dataset [39] is composed of 2708 machine learning papers. It can be categorized into seven categories including neural-networks, reinforcement-learning, case-based, probabilistic-methods, theory, genetic-algorithms and rule-learning. It uses 1433 distinct words for each paper and has 5429 link relationships between all papers.

The Pubmed database [40] consists of 19717 science books, which is used for diabetes mellitus patients. This database is selected into three classes, i.e. diabetes mellitus type 2, diabetes mellitus type 1 and diabetes mellitus experimental. Each book is represented by 500 word vectors. The number of all scientific publication links is 44338 (see Table 1).

4.2. Parameter settings

In our experiment, we use all samples of the Citeseer and Cora, and select 5000 data of the Pubmed. For Citeseer, Cora and Pubmed, 500 samples are selected as the validation set, 1000 samples are testing set and the remaining samples are training set. In our semi-supervised experiment of the citation network classification, all samples of the validation set and testing set are labeled data.

For Citeseer and Cora, we select 20%, 30%, 40%, 50% and 60% of the training set as labeled data, respectively, and the remainings are used for unlabeled data. For the Pubmed dataset, we use a certain percentage of training data as labeled data including 10%, 15%, 20%, 25% and 30%, the rests of the samples are unlabeled data.

The training iteration times of the GpLCN model are 200 epochs. We use Adam [41] to optimize model parameters and the learning rate are 0.01 (Citeseer, Cora and Pubmed). If the cross-entropy loss in the training process of the model validation set remains unchanged for 10 consecutive times, our model will stop updating parameters. Besides, we use the L2 regularization method with the coefficient of $5 \times 10^{-4}$ (Citeseer, Cora and Pubmed) to prevent overtraining. Other training parameters are set as follows. When $p = 2$, Citeseer: 0.6 (dropout rate) and 16 (hidden units), Cora: 0.5 (dropout rate) and 32 (hidden neurons), Pubmed: 0.5 (dropout rate) and 16 (hidden neurons). When $p \neq 2$, Citeseer ($p = 1.8$): 0.5 (dropout rate) and 32 (hidden neurons), Cora ($p = 1.3$): 0.5 (dropout rate) and 32 (hidden neurons), Pubmed ($p = 1.7$): 0.5 (dropout rate) and 16 (hidden neurons).

4.3. Experiment results

In this section, we compare the different variants of our GpLCN with many state-of-the-art models. In Tables 2–4 and Figs. 4, 7 and 8, we show the mean recognition rates with five times experiments independently of all models. The mean recognition rates of all categories in the citation network datasets are summarized in Tables 2–4. Figs. 4, 7 and 8 show the mean recognition rates of each class for the citation network datasets. In each figure, the x-axis is the label rate of samples. The y-axis shows the mean recognition rate of each class for the different datasets.

From Table 2, we can see that the recognition rate of the GpLCN and GpLCN-1 model with $p = 2$ is similar to the GCN model on the Citeseer dataset. It demonstrates that the graph $p$-Laplacian can revert to the standard graph Laplacian when the parameter $p = 2$. In other works, graph Laplacian and $p$-Laplacian with $p = 2$ can capture similar structure relationships. Our GpLCN outperforms others model at any label rate of samples when $p = 1.8$. It also reveals the superiority of optimization process, i.e. from GpLCN-1 (Eq. (9)) to GpLCN (Eq. (10)). As show in Fig. 7, in most cases GpLCN with $p = 1.8$ performs better than others model at the recognition rate of each class.

Table 3 shows the recognition accuracy of GCN and the diffident variants of GpLCN model on Cora database. From the experiment results, in most cases, we can find that the best method is GpLCN with $p = 1.3$. Moreover, the GCN, GpLCN-1 and GpLCN models achieve the same performance within the error when $p = 2$. Fig. 8 demonstrates that the best recognition accuracy of each class is obtained by GpLCN ($p = 1.3$) under most conditions.

Table 1

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Nodes</th>
<th>Classes</th>
<th>Links</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citeseer</td>
<td>3327</td>
<td>6</td>
<td>4732</td>
<td>3703</td>
</tr>
<tr>
<td>Cora</td>
<td>2708</td>
<td>7</td>
<td>5429</td>
<td>1433</td>
</tr>
<tr>
<td>Pubmed</td>
<td>19717</td>
<td>3</td>
<td>44338</td>
<td>500</td>
</tr>
</tbody>
</table>
As seen from Table 4, as the sample label rate increases, the GpLCN model consistently obtains the best recognition rate. We can observe that the performance of the GCN, GpLCN-1 and GpLCN model is almost unanimous when \( p = 2 \). Fig. 4 reveals that GpLCN also has the highest performance under most categories.

From Tables 2–4 and Figs. 4, 7 and 8, we can see that GCN and GpLCN-1 (\( p = 2 \)) or GpLCN (\( p = 2 \)) have the same classification performance in the range that the error allows. The main difference between GCN and GpLCN is the representation of structure information or local geometry structure for graph data. Extensive experiment results also demonstrate that graph Laplacian is the same as the graph \( p \)-Laplacian when parameter \( p = 2 \), i.e. graph Laplacian and graph \( p \)-Laplacian with \( p = 2 \) can capture the same manifold structure relationships. Besides, our proposed GpLCN (\( p = 2 \)) performs better than other methods. It reveals that the graph \( p \)-Laplacian with an appropriate \( p \) value can better preserve the local similarity information of the data manifold. (Please note that the parameter \( p \geq 1 \) needs to manually adjust according to different datasets.).

To further demonstrate the performance of our proposed model, we compare with many algorithms based on semi-supervised learning or supervised learning on the Citeseer and Pubmed datasets, such as manifold regularization (ManiReg) [42], semi-supervised embedding (SemiEmb) [43], label propagation (LP) [44], skip-gram based graph embedding (DeepWalk) [45], multi-layer perception (MLP), Chebyshev [36], HyperGCN [22], GAT [24], HesGCN [23], LINE [46], Property features [47], Naive combination [47], PPNE\(_{ineq} \) [47], PPNE\(_{num} \) [47], TADW [48], Struc2vec [49]. We follow the experimental setting in [36] for Table 6. On the Citeseer and Pubmed datasets, report numbers are the average recognition accuracy with 100 repeated runs in the semi-supervised classification. For Table 5, we give the mean accuracy in the supervised classification and adopt the same experimental setting [47] under the 20% and 30% labeled training data (Notice: for our proposed model, we add the validation set). From Tables 5 and 6, we can observe that our proposed model performs better than the state-of-art solutions. In addition, the entire experimental results of this paper demonstrate the benefit of the graph \( p \)-Laplacian to preserve the local geometry of the data. In other words, GpLCN can learn more representative sample features by fusing the graph \( p \)-Laplacian-based structure information.

Moreover, we also analyze the run time of our proposed algorithm and give the wall-clock training time until the model convergences in seconds [20]. We can find that GpLCN (\( p = 2 \)) performs better than Chebyshev and HyperGCN in the semi-supervised classification and the operating efficiency. With the richer sample structure information, the run times of the model also increases. Thus the proposed GpLCN has a huge benefit compared with GCN.

To further demonstrate the superiority of the proposed method that GpLCN can better preserve the local structure, we introduce two standard numerical analysis criteria for GpLCN, such as Macro-F1 and Micro-F1. In Tables 7–10, we give the Micro-F1 and Macro-F1 with five times experiments of GCN, GpLCN (\( p = 2 \)) and GpLCN (\( p \neq 2 \) models in percentage. From these data, we can see that how to construct the \( p \)-Laplacian matrix with an optimal parameter \( p \) is vital. When
Whether it is Micro-F1 and Macro-F1 or Pubmed database and Cora database, GpLCN all have the best performance because it integrates graph $p$-Laplacian learning.

For our proposed GpLCN, it exists a large number of parameters to train. We note that the most important parameter in our method is the selection of the parameter $p$. Thus, we conduct extensive experiments for analyzing parameter $p$ to validate the effectiveness of the proposed method. In Figs. 5 and 6, it shows the mean average recognition accuracy of the GpLCN with different $p$ values under the 20\% and 30\% labeled samples of the Citeseer and Cora database. From those data, we can find that the GpLCN shows its best superiority when $p = 1.8$ in the Citeseer database, while the best classification performance of the GpLCN is acquired in the Cora database when $p = 1.3$.

5. Conclusion

We have proposed a $p$-Laplacian method to preserve the local structure information of data. The null space of $p$-Laplacian is rich, and it can use the geodesic distance to extrapolate smoothly for unseen data. We applied the graph $p$-Laplacian matrix to spectral graph convolution, i.e. spectral graph $p$-Laplacian convolution. Finally, we have proposed a new model graph $p$-Laplacian convolutional networks (GpLCN) for node classification. The GpLCN is based on the one-order approximation for spectral graph $p$-Laplacian convolution. We have provided the experiment results on the Citeseer, Cora and Pubmed datasets to demonstrate the effectiveness of our GpLCN model in comparison to the GCN model.
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Fig. 7. Mean recognition accuracy for each class of Citeseer database, including Agents, AI, DB, IR, ML, HCI. Each subfigure corresponds on single class.

Acknowledgments

This work was supported in part by the National Natural Science Foundation of China under Grant 61671480, in part by the Major Scientific and Technological Projects of CNPC under Grant ZD2019-183-008, in part by the Yunnan Natural Science Funds under Grant 2018FY001(-013) and Grant 2018YDJQ004, and by the Open Project Program of the National Laboratory of Pattern Recognition (NLPR) (Grant No. 202000009).
Fig. 8. Mean recognition accuracy for each class of Cora database, including Theory, Case-based, Genetic-algorithms, Neural-networks, Probabilistic-methods, Reinforcement-learning, Rule-learning. Each subfigure corresponds on single class.
### Table 5
Mean Accuracy of Nine Models Under the 20% and 30% Labeled Training Data.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Citeseer (20%)</th>
<th>Citeseer (30%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk</td>
<td>53.5</td>
<td>56.5</td>
</tr>
<tr>
<td>LINE</td>
<td>45.8</td>
<td>49.5</td>
</tr>
<tr>
<td>Struc2vec</td>
<td>20.9</td>
<td>21.2</td>
</tr>
<tr>
<td>Property features</td>
<td>55.8</td>
<td>58.4</td>
</tr>
<tr>
<td>Naive combination</td>
<td>56.5</td>
<td>60.5</td>
</tr>
<tr>
<td>TADW</td>
<td>58.5</td>
<td>61.8</td>
</tr>
<tr>
<td>PPNE(_{eq})</td>
<td>63.2</td>
<td>66.1</td>
</tr>
<tr>
<td>PPNE(_{sum})</td>
<td>62.7</td>
<td>65.5</td>
</tr>
<tr>
<td>GpLCN ((p = 2))</td>
<td>69.8</td>
<td>71.3</td>
</tr>
</tbody>
</table>

### Table 6
The Experiment Results on the Citeseer and Pubmed.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Citeseer (120)</th>
<th>Pubmed (60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ManiReg</td>
<td>60.1</td>
<td>70.7</td>
</tr>
<tr>
<td>SemiEmb</td>
<td>59.6</td>
<td>71.1</td>
</tr>
<tr>
<td>LP</td>
<td>45.3</td>
<td>63</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>43.2</td>
<td>65.3</td>
</tr>
<tr>
<td>MLP</td>
<td>46.5</td>
<td>71.4</td>
</tr>
<tr>
<td>GAT</td>
<td>59.8</td>
<td>70.9</td>
</tr>
<tr>
<td>HersGCN</td>
<td>60.6</td>
<td>71.5</td>
</tr>
<tr>
<td>Chebyshev</td>
<td>54.3 (81s)</td>
<td>68.8 (199s)</td>
</tr>
<tr>
<td>GCN</td>
<td>52.8 (15s)</td>
<td>71 (60s)</td>
</tr>
<tr>
<td>HyperGCN</td>
<td>55 (50s)</td>
<td>71.3 (118s)</td>
</tr>
<tr>
<td>GpLCN ((p = 2))</td>
<td>61.5 (22s)</td>
<td>72.1 (97s)</td>
</tr>
</tbody>
</table>

### Table 7
Micro-F1 with five times experiments of all classes in the Cora database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>61.3</td>
<td>64.2</td>
<td>66.2</td>
<td>68.1</td>
<td>70.6</td>
</tr>
<tr>
<td>GpLCN ((p = 2))</td>
<td>61.4</td>
<td>64.9</td>
<td>66.6</td>
<td>68.9</td>
<td>70.8</td>
</tr>
<tr>
<td>GpLCN ((p = 1.3))</td>
<td>62.7</td>
<td>66.4</td>
<td>69.2</td>
<td>71</td>
<td>72.4</td>
</tr>
</tbody>
</table>

### Table 8
Macro-F1 with five times experiments of all classes in the Cora database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>53.5</td>
<td>57.4</td>
<td>60.1</td>
<td>62.1</td>
<td>65.8</td>
</tr>
<tr>
<td>GpLCN ((p = 2))</td>
<td>54.6</td>
<td>57.8</td>
<td>61.4</td>
<td>64.1</td>
<td>66.9</td>
</tr>
<tr>
<td>GpLCN ((p = 1.3))</td>
<td>57.1</td>
<td>61.2</td>
<td>64.1</td>
<td>67.3</td>
<td>68.5</td>
</tr>
</tbody>
</table>

### Table 9
Micro-F1 with five times experiments of all classes in the Pubmed database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>77</td>
<td>78.9</td>
<td>80.3</td>
<td>80.7</td>
<td>81.9</td>
</tr>
<tr>
<td>GpLCN ((p = 2))</td>
<td>77.4</td>
<td>79.3</td>
<td>80.4</td>
<td>81.1</td>
<td>82.1</td>
</tr>
<tr>
<td>GpLCN ((p = 1.7))</td>
<td>79.4</td>
<td>80.8</td>
<td>81.6</td>
<td>82.6</td>
<td>83.5</td>
</tr>
</tbody>
</table>

### Table 10
Macro-F1 with five times experiments of all classes in the Pubmed database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>76.8</td>
<td>78.9</td>
<td>80.2</td>
<td>80.6</td>
<td>81.8</td>
</tr>
<tr>
<td>GpLCN ((p = 2))</td>
<td>76.9</td>
<td>79.4</td>
<td>80.4</td>
<td>81</td>
<td>82.1</td>
</tr>
<tr>
<td>GpLCN ((p = 1.7))</td>
<td>79.2</td>
<td>80.9</td>
<td>81.6</td>
<td>82.5</td>
<td>83.4</td>
</tr>
</tbody>
</table>