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Abstract—In convolutional neural networks (CNNs), generating noise for the intermediate feature is a hot research topic in improving generalization. The existing methods usually regularize the CNNs by producing multiplicative noise (regularization weights), called multiplicative regularization (Multi-Reg). However, Multi-Reg methods usually focus on improving generalization but fail to jointly consider optimization, leading to unstable learning with slow convergence. Moreover, Multi-Reg methods are not flexible enough since the regularization weights are generated from a definite manual-design distribution. Besides, most popular methods are not universal enough, because these methods are only designed for the residual networks. In this article, we, for the first time, experimentally and theoretically explore the nature of generating noise in the intermediate features for popular CNNs. We demonstrate that injecting noise in the feature space can be transformed to generating noise in the input space, and these methods regularize the networks in a Mini-batch in Mini-batch (MIM) sampling manner. Based on these observations, this article further discovers that generating multiplicative noise can easily degenerate the optimization due to its high dependence on the intermediate feature. Based on these studies, we propose a novel additional regularization (Addi-Reg) method, which can adaptively produce additional noise with low dependence on intermediate feature in CNNs by employing a series of mechanisms. Particularly, these well-designed mechanisms can stabilize the learning process in training, and our Addi-Reg method can pertinently learn the noise distributions for every layer in CNNs. Extensive experiments demonstrate that the proposed Addi-Reg method is more flexible and universal, and meanwhile achieves better generalization performance with faster convergence against the state-of-the-art Multi-Reg methods.

Index Terms—Additional regularization (Addi-Reg), convolutional neural networks (CNNs), deep learning, multiplicative regularization (Multi-Reg), regularization.

I. INTRODUCTION

CONVOLUTIONAL neural networks (CNNs) have achieved tremendous breakthrough in the area of object recognition. Technically, the generalization capability is an important criteria to evaluate the performance of CNNs. However, generalization gap [1], a discrepancy of mean losses between the training and test datasets, has been recognized as a serious problem in CNNs. Notably, most of the current popular CNNs, such as [2]–[11], are usually overparameterized for the less abundant training datasets, which leads to the overfitting problem in networks. This is a main cause of generalization gap in CNNs.

To avoid overfitting, many regularization techniques have been proposed. e.g., the widely used $L_1$ norm and $L_2$ norm regularization in the loss function [1]; stochastic gradient descent (SGD) [12], [13]; batch normalization [3]; weight decay [14]; data augmentation [15]; and early stopping [16]. Especially, $L_1$ norm and $L_2$ norm can also be utilized in the traditional machine learning methods to improve the robustness of representations, such as [17]. There are also some compression methods of CNNs. Pruning methods [18], low-rank decomposition [19]–[22], and knowledge distillation [23] are introduced. These methods can also avoid the overfitting problem to some extent. To further improve generalization, researchers resort to generate multiplicative noise for the intermediate feature in CNNs, and these methods are called multiplicative regularization (Multi-Reg) methods. Different from traditional
methods, Multi-Reg produces regularization weights in feature space to directly regularize the hidden layers in CNNs. The typical Multi-Reg methods include Dropout [24], [25]; RandomDrop [26]; DropBlock [27]; Shake-Shake [28]; and ShakeDrop [29]. For example, Dropout randomly drops the neural nodes in each layer, which can be seen as generating regularization weights from Bernoulli distribution. RandomDrop is designed for ResNets [6] to drop layers with a linear decay probability. DropBlock selects several block areas in the feature maps according to the importance of the feature and drop them with a specific probability. RandomDrop and DropBlock can be seen as two special cases of Dropout. The effectiveness of the well-known Dropout will be weakened when it meets batch normalization [3], [9]. In contrast, Shake-Shake [28] can produce random regularization weights for multiple branch networks in Residual networks with identity-mapping [6], [7], [9], [10]. Since single branch networks are generally more efficient than multiple branch networks, ShakeDrop [29], a generalized version of Shake-Shake, was proposed for Residual networks. Due to the hierarchical structure of CNNs, regularizing CNNs actually is to regularize each layer, which implies the success of Multi-Reg is due to the direct regularization in hidden layers. Note that in real-world applications, the inherent noise in the training phase will corrupt the learned feature, which can be addressed by the robust machine-learning methods [30]–[34]. Therefore, the noise generated for hidden layers in Multi-Reg methods should require an elaborate search to produce suitable regularization noise rather than corrupt noise.

Although Multi-Reg methods are promising in generalization, there are three disadvantages to be considered. 

1) They usually sacrifice the optimization. According to the relevant experiments in [28] and [29], the selection of the regularization weights has a great effect on the stability, leading to the slow convergence in training. For instance, Shake-Shake and ShakeDrop achieve a significant gain in accuracy with 1800 training epochs than those using 300 training epochs. However, in machine learning, the target of a generalization-optimization algorithm is to minimize the expected excess risk in a shortest training term. Based on [35], the expected excess risk of an algorithm can be upper bounded by the summation of the expected optimization and generalization errors, which confirms that generalization and optimization are both important. This suggests Multi-Reg is too weak to balance the generalization and optimization.

2) The flexibility of these existing Multi-Reg methods is limited, because the regularization weights are generated from manual-design distributions that rely on prior knowledge or preliminary searches by hand.

3) Although shake family regularization methods achieve outstanding performance in the Multi-Reg methods, they are not universal enough. For example, Shake-Shake and ShakeDrop methods can only be utilized in the residual networks, because the identity structure in this kind of residual network can alleviate the strong perturbations of the calculations caused by the weighing regularization.

In this work, we conduct in-depth experimental and theoretical analyses to uncover the fundamental and functional mechanism of the existing Multi-Reg methods, and then a novel additional regularization (Addi-Reg) method is proposed to further improve the flexibility, universality, and generalization capabilities of the Multi-Reg methods. Specifically, we study these methods from a more general aspect, including generating multiplicative noise and additional noise in the feature space. We give three crucially important observations to explore the underlying intrinsic nature of Multi-Reg methods. We give a first insight on the generated noise relationship between feature space and input space. As such, a new fundamental mechanism observation is discovered on generating noise in the feature space for CNNs. Based on the above two observations, we further offer an insightful observation that generating noise in feature space can lead to optimization decay in learning. Moreover, we reveal that the prior manual-design distribution of the weights in Multi-Reg methods is the main cause of the optimization decay.

To this end, we propose an Addi-Reg method. The framework of the Addi-Reg method is illustrated in Fig. 1. An Addi-Reg method utilizes learnable noise distributions to generate additional noise instead of multiplicative noise sampled from manual-designed noise distributions. Compared to the traditional Multi-Reg methods, the additional noise predicted by the Addi-Reg method is more flexible and can decrease the dependence on intermediate feature, leading to a flexible and stable regularization process. Furthermore, a block attention (BA) mechanism is employed to maintain the small change of features’ distributions. Particularly, it shares filters in the pure and noisy feature, and utilizes a weight module to fuse the corresponding outputs. These two mechanisms can further stabilize calculations in learning. In this way, the
proposed Addi-Reg method can effectively address the deficiencies from the Multi-Reg methods. Our main contributions are summarized as follows.

1) This article explores and studies the fundamental mechanism of the regularization methods of generating noise in the feature space, and further proves their optimization decay in learning. In the reasoning process, the main causes of the problems resulting from the Multi-Reg method have been determined.

2) Based on the understandings and causes of the problems, this article proposes a series of mechanisms and formulates the Addi-Reg method. Different from the Multi-Reg method, our Addi-Reg can adaptively generate more suitable additional noise from learnable noise distributions rather than multiplicative noise from fixed noise distributions.

3) Our method is applied to three state-of-the-art networks and evaluated on five benchmark databases. Compared to the popular Multi-Reg methods, the proposed Addi-Reg method is more flexible, universal, and obtains a better generalization-optimization tradeoff.

The remainder of this article is organized as follows. Section II introduces the related works of Multi-Reg methods. Section III explores the methods of generating noise in feature space from a more general aspect. Section IV will demonstrate the details of the proposed Addi-Reg method. Section V presents the experimental results on benchmark datasets and comparisons with Multi-Reg methods. Section VI concludes this article with future works.

II. RELATED WORKS

In this section, we will briefly introduce some related works on regularization methods of generating noise in feature space. Technically, the state-of-the-art regularization methods are usually Multi-Reg methods, which regularize the networks by producing multiplicative noise for hidden layers. There are five popular and typical methods, that is: 1) the well-known Dropout; 2) RandomDrop; 3) DropBlock; 4) Shake-Shake; and 5) ShakeDrop methods. Since Dropout and ShakeDrop are the general versions of drop family methods and Shake-Shake method, respectively, we only introduce Dropout and ShakeDrop in this section.

**Dropout** [24], [25] was proposed to turn off the neurons with a fixed possibility in the training process. The regularization process of Dropout can be seen as generating the regularization weights 0 or 1 from Bernoulli distribution for the intermediate feature in hidden layers. Suppose the input of the specific layer is denoted by $x$, and the convolutional transformation is $f$, the Dropout process is formulated as

$$ y = \begin{cases} \omega_d f(x), & \text{in train}^{\text{wd}} \\ \omega_d f(x), & \text{in train}^{\text{bwd}} \\ E(\omega_d f(x)), & \text{in test} \\ \omega_d \sim \text{Bernoulli} \end{cases} $$

where $\omega_d$ is the regularization weight tensor, which is randomly generated from Bernoulli distribution.

**ShakeDrop** exploits two random uniform variables to generate the regularization weights for each sample in the feature space. In addition, ShakeDrop uses a gate to alleviate the strong perturbations in training, which is inspired by RandomDrop. ShakeDrop is used in the networks with the identity-mapping structure. According to [29], the regularization process of ShakeDrop can be represented as

$$ y = \begin{cases} x + (g + \omega_a - g\omega_a)f(x), & \text{in train}^{\text{wd}} \\ x + (g + \omega_a - g\omega_a)f(x), & \text{in train}^{\text{bwd}} \\ x + E(g + \omega_a - g\omega_a)f(x), & \text{in test} \\ \omega_a, \omega_b \sim \text{Uniform} \\ g \sim \text{Bernoulli} \end{cases} $$

where $\omega_a$ and $\omega_b$ are from Uniform distribution. $g$ is the gate from Bernoulli distribution. In (2), when $g = 0$, $f(x)$ will be, respectively, weighed by $\omega_a$ and $\omega_b$ in the forward and backward processes in training, and be weighed by the expectation of $\omega_a$ in the test process; otherwise, it will remain constant.

It should be noted that our Addi-Reg method is totally different from the existing Multi-Reg methods from the following three perspectives.

1) Addi-Reg method generates additional noise rather than multiplicative noise in the feature space, which can decrease the noise dependence on the sample feature, leading to more stable learning in training.

2) Addi-Reg method can learn the noise distributions for each layer in CNNs through the learning mechanism, resulting in improvements of flexibility and pertinence in the regularization process.

3) Addi-Reg method can be used in the residual networks as well as the other networks with different structures due to a series of stable learning mechanisms, yielding prominent universality.

III. EXPLORATIONS OF GENERATING NOISE IN FEATURE SPACE

In this section, we will explore the fundamental mechanisms of Multi-Reg methods by experimentally analyzing the nature of generating noise in the feature space for CNNs. Then, three observations are uncovered and demonstrated to prove the optimization decay in this kind of regularization method.

A. Observation on the Generated Noise Relationship Between Feature Space and Input Space

First, it is well known that the encoder-decoder methods [36] are widely used in many computer vision tasks. For example, the encoder can transform images to an embedded feature, and the decoder can project the embedded feature to images or other data in a specific domain. Furthermore, the regularization methods with generating noise in input space and feature space both can produce regularization effects to the networks. According to these two factors, we intuitively hypothesize that the generating noise for the intermediate feature can be seen as augmenting training images. That is to say, there may exist augmented training images whose regularization effect is equivalent to augmenting data in the feature space. Therefore, the key problem is to find the augmented training images.

Suppose $n$ is the number of layers of networks, $f^{(i)}(\cdot; \theta^{(i)})$, $\delta^{(i)}(\cdot)$, and $\epsilon^{(i)}(\cdot)$, respectively, represent transformation function, activation function (ReLU), and noisy function at the $ith$ layer.
layer in networks, where \( \theta^i \) is the parameters at the \( i \)th layer. Given the input image \( x \), the output of the \( i \)th layer under the regularization with generating noise in feature space can be formulated as follows:

\[
\tilde{F}^{(i)}(x; \theta^{1-i}) = \delta^{(i)}\left( \delta^{(i)}\left( F^{(i-1)}(x; \theta^{1-(i-1)}); \theta^i \right) \right)
\]

\[
= \left( \delta^{(i)} \circ f^{(i)} \right) \left( F^{(i-1)}(x; \theta^{1-(i-1)}); \theta^i \right)
\]

(3)

and for the augmented image \( x' \), the output of the \( i \)th layer in the same networks is

\[
F^{(i)}(x'; \theta^{1-i}) = \delta^{(i)}\left( f^{(i)}\left( F^{(i-1)}(x'; \theta^{1-(i-1)}); \theta^i \right) \right)
\]

\[
= \left( \delta^{(i)} \circ f^{(i)} \right) \left( F^{(i-1)}(x'; \theta^{1-(i-1)}); \theta^i \right).
\]

(4)

Thus, we can obtain the augmented image \( x' \) through minimizing the following error function:

\[
E(x, x') = \left\| F^{(n)}(x; \Theta) - F^{(n)}(x'; \Theta) \right\|^2
\]

(5)

where \( \Theta \) indicates the parameters from all the layers in networks. Since the depth of networks is usually very large, it is difficult to directly minimize (5) because of the vanishing gradients. Therefore, the error function can be minimized by utilizing outputs from all the layers. The error function can be reformulated as following:

\[
E(x, x^{(1)}, x^{(2)}, \ldots, x^{(n)}) = \sum_{i=1}^{n} \lambda_i \left\| F^{(i)}(x; \theta^{1-i}) - F^{(i)}(x^{(i)}; \theta^{1-i}) \right\|^2
\]

(6)

where \( \lambda_i \) is the weight for the \( i \)th layer’s error. In the ideal case, we can obtain the only one optimal augmented image with \( x' = x^{(1)} = x^{(2)} = \ldots = x^{(n)} \). However, it is hard to achieve this goal through our proof in the Appendix in the supplementary material. This implies that it is impossible to find the optimal augmented images based on the minimization of (5). However, we can resolve this problem through the following two strategies.

First, the decoder–encoder networks [36] can project source data into embedded feature by the encoder networks and the reconstruct data into the specific domain by decoder networks. Therefore, we can apply the encoder–decoder to address our problem. Specifically, the encoder is used to project raw images with intermediate noise, whose output of every layer is the same as (3). Then, the decoder is used to reconstruct augmented images from the embedded feature produced from the encoder. In order to train this encoder–decoder effectively, the decoder has the same depth to that of the encoder. Thus, the supervised information from every pair of encoder–decoder layers can be used in training. The relevant output of the decoder corresponding to the \( i \)th layer of the encoder is formulated as follows:

\[
\tilde{F}^*_a(\theta_a^{n-(n-i+1)})(\tilde{F}^{(n)}; x^{(i)}; \Theta_a; \theta_a^{n-(n-i)})(\theta_{a}^{i+1})
\]

(7)

Second, since deep CNNs usually attach nonliner layers at the end of every layerer, the nonlinear layers can throw away information [37], resulting in noise loss and further leading to regularization decay of the augmented input data. This indicates that although the augmented images are obtained, the final performance achieved by networks cannot be the same as that from the augmentation in feature space with the same parameters \( \Theta \) in networks [see (5)]. Therefore, considering the practical requirement, the restriction of two networks with the same parameters is relaxed to the same structure in (5). This relaxed restriction implies that the networks can learn parameters for their own augmented input images to keep performance the same as possible as that from the augmentation in feature space.

Based on the above two strategies, the error function can be formulated from two parts. The first part is the error between the noisy output at the \( i \)th layer under the \( i = 1, 2, \ldots, n-1 \) layer of the encoder and the corresponding reconstructed feature from the decoder. The second part is the final outputs’ error between the encoder and the networks for the reconstructed augmented images with the same structure as that of the encoder. Therefore, the final error function is shown as

\[
E(x, x') = \sum_{i=1}^{n-1} \lambda_i \left\| F^{(i)}(x; \theta^{1-i}) - \tilde{F}^*_a(\tilde{F}^{(n)}; x^{(i)}; \Theta_a; \theta_a^{n-(n-i+1)}) \right\|^2
\]

\[
+ \lambda_n \left\| F^{(n)}(x; \Theta) - \tilde{F}^*_a(F^{(n)}(x'; \Theta')) \right\|^2
\]

(8)

where \( x = F^{(n)}(x; \Theta) \) (the embedded vector)

\[
x' = \tilde{F}^*_a(F^{(n)}(x'; \Theta_a)) \) (the reconstructed images).

Through minimizing (8), we can obtain the final augmented images, whose regularization effects are almost the same as that of the generating noise in feature space. According to the above analyses, the following observation can be obtained.

**Observation 1:** Generating the noise in the feature space can be seen as generating the noise in the input space.

The detailed experiments are illustrated as follows. Initially, the encoder networks \( \tilde{F} \) include three convolutional layers (conv) and one fully connected layer (fully connected)

\[
\begin{pmatrix}
\text{conv} (2 \times 2, \ 128) \\
\text{conv} (2 \times 2, \ 256) \\
\text{conv} (2 \times 2, \ 512) \\
\text{fully connected} (512 \times 16, \ 10)
\end{pmatrix}
\]

The decoder networks \( \tilde{F}^*_a \) are constructed with the deconvolutional layers to generate the reconstructed feature with the same resolution to the corresponding convolutional layers in the encoder networks. The networks \( F \) for reconstructed augmented images are constructed with the same structure to encoder networks. We conduct experiments on the well-known MNIST [38] dataset. Particular, the encoder networks are trained through, respectively, injecting multiplicative noise and additional noise in the hidden layers. The noise distributions are adjusted and determined to ensure approximately the same classification performances of these two networks, obtaining accuracies with 93.86% and 93.92%. At the next step, the decoders are employed to inversely project the noisy.
Suppose the training set is this way, the training process will be very easy to understand. Analyze the augmenting procedure in the reverse process. By are dynamically augmented in each epoch. However, we can regularization process of this kind of method is that the training data in the previous observation. The main difficulty in the reason-

\[ \tilde{\mathcal{F}}(\mathcal{X}) \]

will be seen as implicitly augmenting the training images once according to sampling manner.

\[ \mathcal{D} = \{x_1, x_2, \ldots, x_N\} \]

Interpretation of this kind of method is that the training data are dynamically augmented in each epoch. However, we can analyze the augmenting procedure in the reverse process. By this way, the training process will be very easy to understand. Suppose the training set is \( \mathcal{D} = \{x_1, x_2, \ldots, x_N\} \) with \( N \) samples, the reconstructed noise in the \( k \)th epoch is \( \varepsilon_k \) and the number of training epochs is \( K \). Since \( \mathcal{D} \) is augmented with \( \varepsilon \), then all possible augment samples from all the epochs can form a union, which can be regarded as a super augmented dataset denoted by \( \mathcal{D}^+ \). In this way, we have

\[ \mathcal{D}^+ = \bigcup_{k=1}^{K} \mathcal{D}_{\varepsilon_k}. \] (9)

It is clear that in each epoch, a batch of training samples \( \mathcal{D}_{\varepsilon_k} \) is selected from \( \mathcal{D}^+ \) to train the networks. This mechanism is similar to the mini-batch SGD (MSGD) [39]. The difference is that, in different epochs, there may exist same training samples, while not with MSGD. This is because in practice, MSGD has been used in every epoch because of its regularization effect. In the training process of these methods of generating noise in feature space, the augmented dataset has been sampled twice with different levels, which can be named with MiM.

In MiM, if the noise is generated from a discrete distribution, the number of the samples in the super augmented dataset is finite, otherwise, it is infinite. Since the regularization weights of Shake-Shake and ShakeDrop are generated from continuous distributions, their super augmented datasets are infinite. This implies the networks need much more epochs to cover all the possible samples in training, leading to a slow convergence. The experimental results in [29] and Table VI indeed validate these methods have a significant improvement in performance when the models are trained for a long term.

B. Observation on the Fundamental Mechanism of Generating Noise in the Feature Space

Based on Observation 1, we can further obtain the following.

**Observation 2:** Generating noise in the feature space regularize the networks by a Mini-Batch in Mini-Batch (MiM) sampling manner.

Since in each epoch of the training process, the noise is injected to each hidden layer, this process can be seen as implicitly augmenting the training images once according to the previous observation. The main difficulty in the reasoning process of this kind of method is that the training data are dynamically augmented in each epoch. However, we can analyze the augmenting procedure in the reverse process. By this way, the training process will be very easy to understand. Suppose the training set is \( \mathcal{D} = \{x_1, x_2, \ldots, x_N\} \) with \( N \) samples, the reconstructed noise in the \( k \)th epoch is \( \varepsilon_k \) and the number of training epochs is \( K \). Since \( \mathcal{D} \) is augmented with \( \varepsilon \), then all possible augment samples from all the epochs can form a union, which can be regarded as a super augmented dataset denoted by \( \mathcal{D}^+ \). In this way, we have

\[ \mathcal{D}^+ = \bigcup_{k=1}^{K} \mathcal{D}_{\varepsilon_k}. \] (9)

It is clear that in each epoch, a batch of training samples \( \mathcal{D}_{\varepsilon_k} \) is selected from \( \mathcal{D}^+ \) to train the networks. This mechanism is similar to the mini-batch SGD (MSGD) [39]. The difference is that, in different epochs, there may exist same training samples, while not with MSGD. This is because in practice, MSGD has been used in every epoch because of its regularization effect. In the training process of these methods of generating noise in feature space, the augmented dataset has been sampled twice with different levels, which can be named with MiM.

In MiM, if the noise is generated from a discrete distribution, the number of the samples in the super augmented dataset is finite, otherwise, it is infinite. Since the regularization weights of Shake-Shake and ShakeDrop are generated from continuous distributions, their super augmented datasets are infinite. This implies the networks need much more epochs to cover all the possible samples in training, leading to a slow convergence. The experimental results in [29] and Table VI indeed validate these methods have a significant improvement in performance when the models are trained for a long term.

C. Observation on the Optimization of Generating Noise in the Feature Space

Through the previous two observations and the theory of expected excess risk, we can prove the following observation.

**Observation 3:** Generating noise in the feature space can cause an optimization decay in learning.

**Proof:** The expected excess risk can be upper bounded by the expected generalization error and optimization error [35]. \( \mathcal{G} \) is the unseen data with unknown joint probability distribution. The training set \( \mathcal{D} = \{x_1, x_2, \ldots, x_N\} \) with \( N \) samples drawn independent identically distributed from \( \mathcal{G} \). The goal is to find output \( f \) in the function family \( \mathcal{F} \) to minimize the loss function \( \ell(f, x) \). Then, the expected risk and empirical risk are

\[ L_G(f) := \mathbb{E}_{x \sim \mathcal{G}}[\ell(f, x)]; \]

\[ \ell_D(f) := \frac{1}{N} \sum_{i=1}^{N} \ell(f, x_i). \] (10)
If $\hat{f}$ is the output of $L_D(f)$ and $f^* = \inf_{f \in \mathcal{F}} \ell_D(f)$. The expected excess risk $\kappa$ can be upper bounded

$$\kappa \leq E_D \left[ L_G(\hat{f}) - L_D(\hat{f}) \right] + E_D \left[ L_D(\hat{f}) - L_D(f^*) \right]$$

where $E_D[\Delta_{gen}]$ is the expected generalization error and $E_D[\Delta_{opt}]$ is the expected optimization error.

Based on (1), (2), and Observations 1 and 2, in the method of generating noise in feature space, $\mathcal{D}$ is altered to $\mathcal{D}^+$. Thus, the optimization error $\epsilon_{opt}$ of the generating noise methods at the $t$ th epoch are formulated as follows:

$$\epsilon_{opt}^t = L_{\cup_{k=1}^T \mathcal{D}^+_k} (\hat{f}^t) - L_D (f^*) \in \mathbb{R}^T.$$  

(12)

In the MSGD method, the training images in the $k$th epoch can be seen as noised by the produced multiplicative noise 0 or 1, indicated by $\epsilon_k^t$, then, the optimization error $\epsilon_{opt}$ of MSGD is

$$\epsilon_{opt}^t = L_{\cup_{k=1}^T \mathcal{D}^+_k} (\hat{f}^t) - L_D (f^*) \in \mathbb{R}^T.$$  

(13)

According to the corresponding theory of MSGD [40]–[42], MSGD can produce inherent noise to the gradient and enlarge the gradient variance, resulting in slower convergence asymptotically and optimization decay. From (11) and (13), the discrepancy between $\epsilon_{opt}$ and $\epsilon_{opt}^t$ of the MSGD method is

$$\Delta_{opt}^t = \epsilon_{opt}^t - \epsilon_{opt} = L_{\cup_{k=1}^T \mathcal{D}^+_k} (\hat{f}^t) - L_D (\hat{f}^t) < 0.$$  

(14)

Based on Observation 2, this kind of generating noise in feature space methods are the enhanced versions of MSGD. Therefore, according to (14), we can obtain that the discrepancy between $\epsilon_{opt}$ of the method of generating noise in the feature space and $\epsilon_{opt}$ at the $t$ th epoch is

$$\Delta_{opt}^t = \epsilon_{opt}^t - \epsilon_{gen} = L_{\cup_{k=1}^T \mathcal{D}^+_k} (\hat{f}^t) - L_D (\hat{f}^t) < 0.$$  

(15)

In this way, we can demonstrate our observation. This is the end of proof. In order to explicitly observe that the MiM can cause an unstable learning in the training process, we simulate the process of MiM training on a simple logistic regression,\(^1\) which is shown in Fig. 3. Fig. 3(a) and (b) are the original data and the augmented data, respectively. The green and purple points represent the samples selected in the current epoch. (a) Original data. (b) Augment data. (c) Epoch 1. (d) Epoch 2. (e) Epoch 3. (f) Epoch 4. (g) Epoch 5. (h) Epoch 6.

In the MSGD method, the training images in the $k$th epoch are formulated as follows:

$$\Delta_1 = \epsilon_{opt}^t - \epsilon_{opt} = L_{\cup_{k=1}^T \mathcal{D}^+_k} (\hat{f}^t) - L_D (\hat{f}^t) < 0.$$  

\(^1\)In CNNs, the information will be dissolved by pooling and ReLU layers [37]. Therefore, we use a simple logistic regression (a fully connected layer and a Sigmoid layer) to briefly illustrate the MiM process.
the original feature’s distribution, especially for the distribution of digit zero marked by red box. This will cause a larger calculation perturbation in learning and lead to slower convergence than the additional noise. This implies that the way of scaling the feature may contribute to a great change of the distributions between the original data and the noised data.

The goal of this article is to alleviate the optimization decay and inflexibility caused by the Multi-Reg methods. According to the previous researches, since the noised feature in the hidden layers from the Multi-Reg method are produced based on multiplication of the weights and feature. Therefore, the multiplicative noised feature have high dependence on the original feature, leading to the changes of the intermediate feature and slow convergence. To this end, we will address these challenging problems from the following aspects.

1) Initially, the key factor to resolve the problem is to decrease the noised feature’s dependence on the original feature. This can also improve the universality of the regularization method and can be utilized in the networks with different structures, because it will not need the identity structure to stabilize the learning any more.

2) Furthermore, in Multi-Reg methods, the regularization weights distributions are determined through prior manual searching, leading to inflexibility, heavy time costs, and labor costs of the methods. Therefore, it is critical to improve the flexibility of the regularization method.

3) Finally, since CNNs are hierarchical in structure, with the depth increasing, the concepts of the feature learned in different layers are also different. Employing the same noise distribution to produce regularization weights for different layers are not adaptive, pertinent and suitable enough, which may also handicap the regularization. Thus, improving the pertinence of the regularized noise is beneficial to the generalization.

**B. Overview of the Proposed Addi-Reg method**

To consummate the deficiencies demonstrated in Section IV-A, this article proposes the additional noise regularization method (Addi-Reg). The Addi-Reg method includes the following mechanisms.

1) Generating additional noise instead of scaling the feature in our method. The additional noise is produced from the learnable noise distributions, which can improve the flexibility of the method and produce more individualized noise for various layers. Furthermore, since the additional noise generated in such learnable way is independent of intermediate features, a more appropriate noise can be learned to stabilize the learning in the training process.

2) We propose the block attention (BA) mechanism to blur the feature maps only in the required local areas rather than blurring the global feature map. This can limit the additional noise in feature maps, which further maintains the distribution of the augment data.

3) From the filter’s aspect, we propose sharing the filters on the pure data and noisy data. From the feature’s aspect, a predicting weight module is utilized to produce weights for the convolutional outputs from pure data and noisy data to fuse them together. These two approaches can promote the stability of the learning process and decrease the dependence on the expectation noise to some extent in the test. In our experiments, our method can still work when the additional noise is cut off in the test, while Multi-Reg is failed.

These mechanisms formulate the proposed Addi-Reg method, shown in Algorithm 1. We will explicitly demonstrate these steps as follows.
C. Generate Suitable Additional Noise

Since the generated noise should meet the requirement of insensitiveness to the input sample, the additional noise can be simply produced from the Gaussian distribution. However, only adding Gaussian noise may decrease the distances of the samples in the feature space. This will also degenerate the performance of classification. In order to preserve the differences among samples, the Gaussian noise is supplemented with uniform noise. Therefore, the additional noise $\varepsilon$ is formulated as follows:

$$\varepsilon = \varepsilon_{\text{g}} + \varepsilon_{\text{u}}; \quad \text{where} \quad \begin{cases} \varepsilon_{\text{g}} \sim N(\mu, \sigma^2) \\ \varepsilon_{\text{u}} \sim U(-\alpha, \alpha) \end{cases}$$

where $N(\mu, \sigma^2)$ and $U(-\alpha, \alpha)$ denote the normal distribution and uniform distribution, respectively. In particular, different from the Multi-Reg methods, these two noise distributions can be learned in training, that is, $\mu$, $\sigma$, and $\alpha$ are learnable. Therefore, such learning strategy can improve the method’s flexibility and produce suitable noise for each layer.

The forward learning process includes two steps: 1) predicting parameters $\mu$, $\sigma$, and $\alpha$ and 2) sampling noise from these learned noise distributions. However, since the sampling operation is not differentiable, this operation cannot generate gradients for the parameters of noise distributions in the back propagation pass. Therefore, we employ reparameterization trick [43] utilized in VAEs to address this problem. Specifically, we first sample Gaussian noise $\varepsilon_{\text{g}}'$ and uniform noise $\varepsilon_{\text{u}}'$ from $N(0, 1)$ and $U(-1, 1)$, respectively. Then, the parameters $\mu$, $\sigma$, and $\alpha$ are utilized to transform the noise $\varepsilon_{\text{g}}'$ and $\varepsilon_{\text{u}}'$. Therefore, the final additional noise $\varepsilon$ can be reformulated as follows:

$$\varepsilon = \varepsilon_{\text{g}}' + \varepsilon_{\text{u}}'$$

where

$$\begin{cases} \varepsilon_{\text{g}}' = \sigma \varepsilon_{\text{g}} + \mu \\ \varepsilon_{\text{u}}' = \alpha \varepsilon_{\text{u}}' \end{cases} \quad \begin{cases} \varepsilon_{\text{g}} \sim N(0, 1) \\ \varepsilon_{\text{u}} \sim U(-1, 1) \end{cases}$$

In this way, the parameters from noise distributions can be learned and updated in the training process.

D. Block Attention Module

To limit the additional noise added to the feature, we can inject the noise only in one subarea of the feature. Generally, the activated area of the intermediate feature map plays a key role in the final classification for CNNs. Therefore, we can only blur the activated area to make feature difficult from the filters to learn the patterns, which can effectively avoid overfitting and shrink the additional noise. The attention mechanism is widely used in many tasks to catch the interesting area. However, in our method, directly employing the attention scheme does not work well because its location is too precise, which greatly destroys the activated area and leads to performance loss [see the red dashed box painted in the attention noise (AN) feature in Fig. 6]. Thus, we propose a BA mechanism $f_{\text{BA}}$ to provide block location, which can blur both the activated area and background. Fig. 6 shows the comparisons of block noise (BN), AN and BA noise (BAN). Apparently, the BAN can not only preserve the general activated area, but also record the lower activated areas to decrease the noise added. To this end, the HardReLU function $\delta$, a special case of ReLU, is developed to formulate the attention mechanism. It is shown as

$$\delta(x) = \begin{cases} \min(x, 1), & x \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

In this way, $\delta$ locates the activated area and weights the additional noise when the activated values are in the range of 0 and 1.

Next, the block effect on the location area is implemented by the average pooling (Downsamp) and nearest interpolation (Upsamp) operations, shown in Fig. 6. As such, the BAN $\varepsilon_b$ is obtained by

$$\begin{cases} A' = \delta (\text{Downsamp} (x, s)) \\ A = \text{Upsamp} (A', s) \\ \varepsilon_b = A \cdot \delta \end{cases}$$

where $s$ is the scale of downsample and upsample. $A'$ and $A$ are the downsamp BA map and BA map, respectively.

E. Share Filters and Weigh the Outputs

To better alleviate the perturbations in calculations, the pure input and noisy input will share the same convolutions to make the filters be adaptive to the noisy data. If the parameters of the shared filters are indicated by $\theta$, the outputs of the pure data and noisy data through the same filters are

$$x' = f(\theta; x); \quad x'_\varepsilon = f(\theta; x + \varepsilon_b).$$

Moreover, a learnable predicting weight module is employed to predict weights for $x'$ and $x'_\varepsilon$ to accurately control the strong perturbations from the noisy output. In this module, $x'$ and $x'_\varepsilon$ are first concatenated along the channel axis. Inspired by squeeze-and-excitation networks (SE-Nets) [44], two “$1 \times 1$” convolutional layers ($f_{1 \times 1}$) and one ReLU activation layer between them are aggregated together followed by a Sigmoid layer. If a global average pooling (G-AvgPool) layer is installed before the first convolutional layer, the module produces the weights at channel level, otherwise, at pixel level. The weight module $f_{\omega}$ is defined as

$$\begin{cases} x_C = \text{Concat} (x', x'_\varepsilon) \\ x_C = \text{G-AvgPool} (x_C) \text{ (if channel level)} \\ x'_C = \text{ReLU} \left( f_{1 \times 1} \left( x_C, 2c, \frac{2c}{a} \right) \right) \\ \omega = \text{Sigmoid} \left( f_{1 \times 1} \left( x'_C, \frac{2c}{a}, c \right) \right) \end{cases}$$

where $f_{1 \times 1}$ denotes the “pointwise” convolutions with spatial kernel size “$1 \times 1$,” and $c$ represents the channels of $x'$ and $x'_\varepsilon$. In $f_{1 \times 1}$, $2c$ and $(2c/a)$ denote the number of input channels and output channels, respectively. $a$ is utilized to regularize the parameters of the convolutional filters. Finally, the fused output of pure data and noisy data is formulated as

$$y = \omega x' + (1 - \omega)x'_\varepsilon.$$
V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we will evaluate the effectiveness of the proposed Addi-Reg method on different datasets by comparing state-of-the-art Multi-Reg models. Generally, the overfitting occurring in the networks is mainly caused by two factors: 1) small number of training images and 2) inadequate spatial information of the training images [45]. In order to effectively verify the ability of resolving the overfitting problem of the proposed Addi-Reg regularization method, the datasets easily resulting in an overfitting in networks are selected according to the two factors demonstrated above.

Following the common practices [19], [21], [22], [46]–[50], the proposed Addi-Reg methods are evaluated on five datasets: 1) CIFAR-10; 2) CIFAR-100 [51]; 3) low resolution ImageNet-32 × 32; 4) low resolution ImageNet-16 × 16 [45]; and 5) regular ImageNet datasets [52]. CIFAR-10 and CIFAR-100 consist of a small number of training images. The low resolution ImageNet-32 × 32 and ImageNet-16 × 16 are downsampled from regular ImageNet with same number of samples and categories. Thus, their spatial information is much less abundant, which is more difficult than the regular ImageNet dataset [45]. These four datasets can easily cause an overfitting for deep CNN models. Since the regular ImageNet dataset is widely utilized in many research areas, it also been employed in this article to validate the performances of the regularization methods.

A. Datasets

CIFAR datasets include CIFAR-10 [51] and CIFAR-100 [53]. They both have 60,000 colored nature scene images in total and the images’ size is “32 × 32.” There are 50,000 images for training and 10,000 images for testing in 10 and 100 classes. Augmentations of these two datasets are the same to [54] and [55].

Regular ImageNet dataset [52] is used for ILSVRC, which contains more than one million training images and 50,000 validation images in 1000 categories. In training, all the training images are randomly resize cropped with size “224 × 224,” while the validation images are obtained by center cropped from size “256 × 256.” The other augmentations of this dataset are the same to [6] and [26].

Low Resolution ImageNet datasets [45] are the downsampled variants of regular ImageNet [52], and contain the same number of classes and images of regular ImageNet dataset.
There are three versions in total: 1) ImageNet-64, 10836 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 52, NO. 10, OCTOBER 2022, and “16 × 32” convolutional layers. In WideResNet and DenseNet, it is applied to the second layer in each module, while in ResNet and PyramidNet, it is used in the middle layer. In all the networks, the noise distributions are initialized with \( N(0, 1) \) and \( U(-1, 1) \). In the BA mechanism, the size of the downsampled attention map is set to “\( 4 \times 4 \)” in each module. In the predicting weight module, the number of output channels in the first “\( 1 \times 1 \)” convolution is decreased by 8 times \( [a = 8 \in (21)] \). Furthermore, the weights are generated at the channel level.

On CIFAR: On CIFAR-10 and CIFAR-100 datasets, the mini-batch size is set to 128 in WideResNet, WideResNet and 96 in DenseNet and PyramidNet on four GPUs. The training epochs are set to 200 in WideResNet and 300 in ResNet, DenseNet and PyramidNet. In ResNet, the learning rate starts from 0.25 and is divided by 10 at the 150th and 225th epoch. In WideResNet, the learning rate starts from 0.1 and is divided by 5 at the 60th, 120th, and 160th epoch. In DenseNet and PyramidNet, the learning rate starts from 0.1 and is divided by 10 at the 150th and 225th epoch. The weight decay is set to 1e-4.

On Regular ImageNet: The mini-batch size is set to 256 in PyramidNet on four GPUs. The training epochs are set to 90. The learning rate starts from 0.05 and is divided by 10 at the 30th, 60th, and 80th epoch. The weight decay is set to 1e-4.

On Low Resolution ImageNet: The mini-batch size is set to 128 in WideResNet on four GPUs. The training epochs are set to 40. In WideResNet, the learning rate starts from 0.01 and is divided by 5 at the 10th, 20th, and 30th epoch. The weight decay is set to 2e-4.

Finally, SGD and Nesterov momentum [13] are used in training on these datasets. Our experiments are conducted from three aspects: 1) compare the generalization in Section V-C; 2) compare the optimization in Section V-D; and 3) ablation comparisons in Section V-E, including comparisons between the additional noise and multiplicative noise, flexibility, independence of the additional noise, and the effects of different components in the Addi-Reg method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>ImageNet-32 × 32</th>
<th>ImageNet-16 × 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>WideResNet ((k = 3)) (baseline)</td>
<td>3.5</td>
<td>3.6</td>
</tr>
<tr>
<td>WideResNet ((k = 3)) + Addi-Reg (ours)</td>
<td>3.6</td>
<td>4.72</td>
</tr>
<tr>
<td>WideResNet ((k = 5)) (baseline) [45]</td>
<td>9.5</td>
<td>9.7</td>
</tr>
<tr>
<td>WideResNet ((k = 5)) + Addi-Reg (ours)</td>
<td>9.7</td>
<td>43.06</td>
</tr>
<tr>
<td>WideResNet ((k = 10)) (baseline) [45]</td>
<td>37.1</td>
<td>37.9</td>
</tr>
<tr>
<td>WideResNet ((k = 10)) + Addi-Reg (ours)</td>
<td>37.9</td>
<td>39.34</td>
</tr>
</tbody>
</table>

There are three versions in total: 1) ImageNet-64 × 64; 2) ImageNet-32 × 32; and 3) ImageNet-16 × 16, which indicates the downsampled images’ sizes are “\( 64 \times 64 \), “\( 32 \times 32 \),” and “\( 16 \times 16 \),” respectively. In this article, the experiments are performed on the ImageNet-32 × 32 and ImageNet-16 × 16 datasets. The augmentations of these two datasets are the same as [45].
be learned in training, and we employ BA mechanism to pertinently inject the noise. Hence, our method can produce more adaptive and suitable noise for different datasets and regularize the networks effectively. This further demonstrates that our Addi-Reg method is more universal to different datasets than the existing Multi-Reg method.

On CIFAR-10 and CIFAR-100 Datasets: Initially, our Addi-Reg method is performed on CIFAR-10 and CIFAR-100 datasets in WideResNet, DenseNet and PyramidNet to evaluate the generalization. The experimental results are summarized in Table III. From Table III, our Addi-Reg achieves better generalization than all the baseline models on both CIFAR-10 and CIFAR-100 with only a small improvement of parameters, while ShakeDrop does not gain the same performance. Furthermore, the Addi-Reg also outperforms the ShakeDrop in almost all cases. In addition, when the ShakeDrop is combined with our Addi-Reg in PyramidNet, the test errors are significantly decreased compared to the ShakeDrop. Notably, the proposed Addi-Reg can achieve the state-of-the-art results on the CIFAR-10 with 2.58% error and the CIFAR-100 with 14.11% error, respectively. Moreover, we can see that, DenseNet utilizes dense concatenation instead of identity-mapping addition, which may also cause the perturbations in each layer when the feature are weighed by the ShakeDrop. This may be the reason why ShakeDrop significantly improves the test errors in DenseNet. However, since our Addi-Reg exploits the mechanisms proposed in Section IV to control the additional noise, it can maintain the feature as stable as possible. Therefore, it can still improve the generalization without the identity-mapping. This also indicates our method is more universal than ShakeDrop.

Furthermore, our methods are also compared to current state-of-the-art regularization method (such as Maxup + CutMix [56]) by augmenting the training images. Experimental results are shown in Table IV. From this table, we can observe that, compared to the method of “Maxup + CutMix,” our method “Addi-Reg + CutMix” decreases the Top-1 error rates 0.95% and 2.46% on CIFAR-10 and

<table>
<thead>
<tr>
<th>Methods</th>
<th>ImageNet-32 × 32</th>
<th>ImageNet-16 × 16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Params</td>
<td>Top-1 err. (%)</td>
</tr>
<tr>
<td>Baseline</td>
<td>37.1M</td>
<td>40.96*</td>
</tr>
<tr>
<td>+ Dropout</td>
<td>37.1M</td>
<td>50.23  (↑ 9.27)</td>
</tr>
<tr>
<td>+ ShakeDrop</td>
<td>37.1M</td>
<td>40.44  (↓ 0.52)</td>
</tr>
<tr>
<td>+ Addi-Reg (ours)</td>
<td>37.9M</td>
<td>39.34  (↓ 1.62)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>Params (M)</th>
<th>CIFAR-10 err. (%)</th>
<th>CIFAR-100 err. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WideResNet (k = 10) (baseline) [9]</td>
<td>36.5</td>
<td>4.00*</td>
<td>19.25*</td>
</tr>
<tr>
<td>WideResNet (k = 10) + ShakeDrop</td>
<td>36.5</td>
<td>3.78  (↓ 0.22)</td>
<td>20.50  (↑ 1.25)</td>
</tr>
<tr>
<td>WideResNet (k = 10) + Addi-Reg (ours)</td>
<td>36.8</td>
<td>3.45  (↓ 0.55)</td>
<td>18.63  (↓ 0.62)</td>
</tr>
<tr>
<td>DenseNet-BC (growth = 40) (baseline) [11]</td>
<td>25.6</td>
<td>3.46*</td>
<td>17.18*</td>
</tr>
<tr>
<td>DenseNet-BC (growth = 40) + ShakeDrop (our impl.)</td>
<td>25.6</td>
<td>3.86  (↑ 0.40)</td>
<td>18.39  (↑ 1.21)</td>
</tr>
<tr>
<td>DenseNet-BC (growth = 40) + Addi-Reg (ours)</td>
<td>25.6</td>
<td>3.29  (↓ 0.17)</td>
<td>17.00  (↓ 0.18)</td>
</tr>
<tr>
<td>PyramidNet-BC-α200 (baseline) [10]</td>
<td>26.2</td>
<td>3.31*</td>
<td>16.35*</td>
</tr>
<tr>
<td>PyramidNet-BC-α200 + ShakeDrop [29]</td>
<td>26.2</td>
<td>3.41*  (↑ 0.10)</td>
<td>14.96*  (↓ 1.39)</td>
</tr>
<tr>
<td>PyramidNet-BC-α200 + Addi-Reg (ours)</td>
<td>26.8</td>
<td>3.06  (↓ 0.25)</td>
<td>15.79  (↓ 0.56)</td>
</tr>
<tr>
<td>PyramidNet-BC-α200 + ShakeDrop + Addi-Reg (our best)</td>
<td>26.8</td>
<td>2.58  (↓ 0.73)</td>
<td>14.11  (↓ 2.24)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Networks</th>
<th>Regulation methods</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1 err. (%)</td>
<td>Top-5 err. (%)</td>
<td>Top-1 err. (%)</td>
</tr>
<tr>
<td>ResNet-BC-110</td>
<td>Maxup + CutMix</td>
<td>5.40</td>
<td>0.16</td>
</tr>
<tr>
<td>ResNet-BC-110</td>
<td>DropBlock + CutMix</td>
<td>4.57  (↓ 0.83)</td>
<td>0.15  (↓ 0.01)</td>
</tr>
<tr>
<td>ResNet-BC-110</td>
<td>ShakeDrop + CutMix</td>
<td>7.65  (↑ 2.25)</td>
<td>0.22  (↑ 0.06)</td>
</tr>
<tr>
<td>ResNet-BC-110</td>
<td>Addi-Reg (ours) + CutMix</td>
<td>4.45  (↓ 0.95)</td>
<td>0.12  (↓ 0.04)</td>
</tr>
<tr>
<td>ResNet-BC-110</td>
<td>Addi-Reg (ours) + Maxup + CutMix</td>
<td>4.23  (↓ 1.17)</td>
<td>0.11  (↓ 0.05)</td>
</tr>
</tbody>
</table>
CIFAR-100 datasets, respectively. Furthermore, compared to the methods (DropBlock and ShakeDrop) with regularizing in the feature space, our Addi-Reg method also achieves the best performances on both the CIFAR-10 and CIFAR-100 datasets. Finally, since the proposed method is orthogonal to the Maxup and CutMix methods, the Addi-Reg method is performed on these two methods and produces the lowest error rates on these two CIFAR datasets. According to these comparisons from different aspects, the proposed Addi-Reg method achieves satisfactory regularization effectiveness in various cases.

**On Regular ImageNet Dataset:** Table V compares the Addi-Reg method and Multi-Reg methods on regular ImageNet dataset. In this table, RandomDrop and ShakeDrop can only achieve a small decay in the test error with 0.17% and 0.11%, respectively. However, our Addi-Reg produces a better generalization with decreasing the test error by a margin of 0.70%. This further indicates our method can effectively regularize the networks on the regular datasets.

Through the experiments on these five datasets, it sufficiently demonstrates the proposed Addi-Reg method can effectively regularize the networks compared to Multi-Reg methods, which also validate our claim that the proposed method is more universal for different networks and different datasets.

### D. Optimization Comparisons

**Comparisons of Convergence:** In order to validate the superiority on training convergence of the proposed Addi-Reg method, Fig. 7 separately illustrates the training losses and test losses of baseline, ShakeDrop, Addi-Reg, and ShakeDrop+Addi-Reg on CIFAR. Apparently, in Fig. 7(a) and (c), ShakeDrop has the slowest convergence and the highest training loss, while our Addi-Reg method can have a similar convergence compared to the baseline networks. Particulary, it even produces lower training loss than the baseline on CIFAR-100. For the test loss, as shown in Fig. 7(b) and (d), on these two datasets, the Addi-Reg method also achieves a better generalization than those of the ShakeDrop and baseline. Different from the Multi-Reg methods, who increase generalization but sacrifice optimization, Fig. 7 demonstrates our Addi-Reg can simultaneously improves the generalization and optimization.

**Addi-Reg Drives Faster Convergence of Multi-Reg:** ShakeDrop converges slowly, leading to more training epochs requirement to improve the performance. For example, the test error is greatly decreased when the model is trained for 1800 epochs compared to that of 300 epochs [29]. However, it lacks adequate elegant and practical abilities to spend such tremendous amounts of time to train a model. Therefore, Addi-Reg is performed on ShakeDrop to test whether our method can accelerate the convergence of ShakeDrop. From Fig. 7, the convergence speed is improved effectively. Furthermore, in Table VI, compared to the ShakeDrop’s test error of 1800 epochs, the assembled method achieves lower test error on CIFAR-10 with only 300 epochs. It also produces competitive test error compared to the result of 1800 epochs on CIFAR-100. These results prove the proposed Addi-Reg method can accelerate the convergence of unstable regularization methods and achieve a satisfactory generalization in a short-term training. The proposed Addi-Reg method generates learnable additional noise instead of random multiplicative noise for every layer in networks. This indicates that the additional noise can be injected into feature space on the basis of regularization with the Multi-Reg method. Since the additional noise can be adaptively predicted by the proposed Addi-Reg method, the additional noise will preserve learning stability of the networks through the learnable noise distributions. Therefore, although the Multi-Reg method cause an unstable learning in regularization, the Addi-Reg method can alleviate this problem to
some extent. This leads to a faster convergence with better
generalization performance.

E. Ablation Comparisons

Comparisons Between the Additional Noise and
Multiplicative Noise: The main reason of the optimization
problems of Multi-Reg methods is that the multiplicative
noise may contribute to a great change of the distributions
between the original and noisy data. Therefore, we propose
the Addi-Reg method to produce suitable additional noise and
maintain the feature’s distribution as stable as possible. In
order to prove our Addi-Reg method has much smaller change
of distributions between the original and noisy data than the
Multi-Reg methods, we explicitly show the original pure
feature, noisy feature of Addi-Reg and Multi-Reg method
in Fig. 8. It is apparent that, compared to the Multi-Reg
methods, the noisy feature produced by our Addi-Reg method
is much more similar to the original pure feature. This implies
the proposed Addi-Reg method can effectively stabilize the
distributions between the original and noisy data and thus lead
to stabler learning. Moreover, these comparisons also confirm
that, in the Addi-Reg method, the proposed mechanisms,
that is, generating noise from learnable distributions and
employing BA module to produce small additional noise, can
accomplish the goal of initial design.

Flexibility of the Additional Noise in Addi-Reg: In the Addi-
Reg, since the noise distribution is learned in training without
any manual searches, it can effectively improve the flexibility
of the regularization. In Fig. 9, we explicitly plot the learned
Gaussian distributions and the values of \( \alpha \) from Uniform distri-
butions in the PyramidNet-BC-\( \alpha \)300 with depth 50 on Regular
ImageNet datasets. In different layers, the learned noise distribu-
tions also have discrepancies. According to the experimental
results, we can observe that our method can have a better
generalization than the Multi-Reg methods. The differences
among these learned noise distributions in our method indi-
cate the Addi-Reg method is more flexible and can produce
more adaptive and suitable noise for various layers.

Furthermore, in order to further validate the effective-
ness of the learned noise distributions, the learned noisy
and random noise are injected in feature space to regular-
ize the networks, respectively. The results of comparisons are
shown in Table VII. The additional noise in the Addi-Reg
method is produced through the summation of Gaussian noise
and uniform noise. The random noise are generated from
manually-designed noise distributions, which are determined through our searching under the best performances. Clearly, in this table, the best performance is achieved by generating noise from both learnable Gaussian noise and learnable uniform noise distributions. However, generating noise from both manually-designed noise distributions cannot produce satisfactory regularization effect. These results demonstrated that the proposed Addi-Reg method may predict more appropriate noise for the networks, leading to better regularization.

Independence of the Additional Noise in Addi-Reg: To test the independence of noise, we respectively turn off the ShakeDrop and Addi-Reg in the assembled method in testing phase. We find when removing the Addi-Reg term, it decreases the performance slightly (2.70% versus 2.58% on CIFAR-10, 14.39% versus 14.11% on CIFAR-100), while ShakeDrop is completely failed when it is cut off. This proves the additional noise in Addi-Reg is less sensitive to input feature, leading to stabler learning.

Effects of Different Components in Addi-Reg: We, respectively, replace the components in Addi-Reg with the settings listed in Table VIII.

1) It proves the BAN with average pooling is more effective than the Global noise, BN, AN and max pooling in the BA module. To explicitly verify the effectiveness of the BA module, we visualize this process in Fig. 10. It is clear that, BA module can only blur the feature in the required areas rather than the global feature. Moreover, the difference between the pure feature and noisy feature is trivial, which is consistent with our goal.

2) The additional noise generated from both the Gaussian noise and uniform noise performs better.

3) The weights generated at channel level in the weight module are better than the pixel level.

4) Dropping the sharing filters and weight module will handicap the generalization, respectively. These comparisons confirm the proposed method shown in Section IV is reasonable.

VI. CONCLUSION

This article provided a new viewpoint that injecting noise into hidden layers in CNNs can be seen as implicitly augmenting the input data. Based on this, the Multi-Reg’s fundamental mechanism, that is, regularizing the networks in a MiM way, was explicitly revealed and thus the optimization decay in Multi-Reg was proved. Subsequently, we highlighted the discovery that the way of weighing the feature to regularize the networks could greatly affect the distributions between the original features and the noised feature. Finally, the novel Addi-Reg method was proposed to generate additional noise instead of multiplicative noise from learnable distributions. Particularly, Addi-Reg applies BA module to limit the additional noise. It shares the filters on the pure and noisy data and employs a predicting weight module to fuse the outputs, which can make the learning stable from both the filters and feature aspects. Extensive experiments proved the flexibility and university of the proposed Addi-Reg method, which also holds a better generation-optimization tradeoff than the state-of-the-art Multi-Reg models. Furthermore, we hope our insightful discovery of MiM can provide a new direction to stable regularization methods.

2When the weight module is dropped, the concatenation is utilized to combine pure feature and noisy feature.
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