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Efficient Harmonic Neural Networks With
Compound Discrete Cosine Transform Filters and
Shared Reconstruction Filters

Yao Lu

Abstract The harmonic neural network (HNN) learns a
combination of discrete cosine transform (DCT) Iters to obtain
an integrated feature from all spectra in the frequency domain.
HNN, however, faces two challenges in learning and inference
processes. First, the spectrum feature learned by HNN is insuf-

cient and limited because the number of DCT Iters is much
smaller than that of feature maps. In addition, the number of
parameters and the computation costs of HNN are signi cantly
high because the intermediate spectrum layers are expanded
multiple times. These two challenges will severely harm the
performance and ef ciency of HNN. To solve these problems,
we rst propose the compound DCT (C-DCT) Iters integrating
the nearest DCT Iters to retrieve rich spectrum features to
improve the performance. To signi cantly reduce the model size
and computation complexity for improving the ef ciency, the
shared reconstruction lter is then proposed to share and dynam-
ically drop the meta- lIters in every frequency branch. Integrating
the C-DCT Iters with the shared reconstruction Iters, the
ef cient harmonic network (EH-Net) is introduced. Extensive
experiments on different datasets demonstrate that the proposed
EH-Nets can effectively reduce the model size and computation
complexity while maintaining the model performance. The code
has been released at https://github.com/zhangle408/EH-Nets.

Index Terms Compound discrete cosine transform (C-DCT)
Iter, convolutional neural networks (CNNSs), discrete cosine
transform (DCT), harmonic neural networks (HNNSs), shared
reconstruction Iter.

NOMENCLATURE
DCT Discrete cosine transform.

C-DCT Compound discrete cosine
transform.
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k k Spatial size of C-DCT filters.

Compound level of C-DCT filters.

Sliding step size of C-DCT filters.

Upper triangular selection.

Porous selection.

F Number of C-DCT filters.

m Number of meta-filters.
Importance of meta-filters.
Dropping rate of meta-filters.
Indices of meta-filters.

Binary masks of meta-filters.
Selection indices for fusing filters.

I. INTRODUCTION

ONVOLUTIONAL neural networks (CNNs) [1], [2]

have achieved tremendous successes in a wide variety
of computer vision tasks, such as the image classification [3],
detection of remote sensing [4], image retrieval [5], image
denoising [6], and image captioning [7]. In the training
process, CNNs learn filters to capture the local characteristics
across channels in spatial dimension and can perform well
when they can flexibly adjust to the data available. When the
datasets contain limited training data, however, it will easily
cause an overfitting problem in CNNs, leading to the poor gen-
eralization and performance degradation [8]. Different from
CNNs, harmonic neural networks (HNNs) [8] were proposed
to learn a combination of DCT filters to obtain an integrated
feature from all spectra in the frequency domain. HNNs
first utilize the preset DCT filters in every layer to retrieve
spectrum features. Then, HNNs learn fusing filters with spatial
size “1  1” to combine the spectrum information from all
frequencies. Due to employing a collection of DCT filters
with fixed parameters, HNNs have much fewer parameters
compared to CNNs and thus can avoid the overfitting problem
to some extent [8].

On the other hand, HNNs also bring disadvantages in terms

of performance and efficiency.

1) Performance Degradation: HNNs replace every tradi-
tional convolutional layer in CNNs with the harmonic
blocks. To keep the same number of parameters between
CNNs and HNNs, in harmonic blocks, the spatial size
of DCT filters is the same as to that of traditional
convolutional filters. For example, the spatial size of
convolutional filters in CNNs is usually set to “3  3.”
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Generation process of C-DCT filters based on DCT filters. The values of (compound) DCT filters are the orders of parameters. In this figure, the
for integrating DCT filters is (1, 1) in the horizontal and vertical directions. The boxes marked

blue, red, and green represent the horizontal, vertical, and diagonal compound processes, respectively.

Hence, the spatial size “3 3" is also utilized in DCT
filters. Compared to the spatial sizes of the feature
maps, such as “224 224 the spatial size of DCT
filters is much smaller. This implies that the spectrum
features captured by DCT filters are not comprehensive
enough because the same spatial sizes of DCT filters and
feature maps can retrieve high-quality spectrum features
according to DCT theory. In addition, since traditional
HNNSs can be compressed by decreasing the number of
DCT filters, this will further lead to the performance
degradation of HNNs.

Efficiency Degradation: Furthermore, according to [8],
suppose that the spatial size of DCT filters is “k k"
and the channels of the output spectrum feature maps are
k? times larger than those of traditional convolutional
layers. Thus, the subsequent fusing filters have many
parameters even if their spatial size is only “1 1"
Comparing traditional CNNs with similar performance,
HNNSs have significantly higher computation complexity
from both the DCT and fusing layers, leading to the
inefficiency of HNNSs.

To address the first problem of performance degradation of
HNNSs, the key of solution is to improve the richness of DCT
filters. However, traditional simply increasing the spatial size
of DCT filters will largely promote the number of parameters
in HNNs, leading to severe inefficiency. Due to this factor, this
article proposes C-DCT filters to retrieve the rich spectrum
features. The C-DCT filters shown in Fig. 1 integrate DCT
filters with the nearest frequencies in the horizontal, vertical,
and diagonal directions. Hence, the obtained spectrum feature
will be more abundant and lead to better performance than
traditional DCT filters.

For dealing with the network inefficiency, we will compress
the fusing layers in HNNSs. In recent years, many popular com-
pression methods for traditional CNNs have been proposed.

2)

These compression methods can be broadly classified into the
following categories.

1) Pruning methods [9]-[11] mainly drop the neurons,
connections, or channels in the networks according to
the specific principle of importance calculations. Several
dynamic pruning methods [12], [13] were also proposed
to dynamically prune the network connections or chan-
nels during the training process.

Quantizing methods [14]-[16] transfer the weights or
features to low precision with fewer bits. This can
decrease the memory space during calculations.
Group-convolution methods usually compress the net-
works using group convolutions to replace the traditional
convolutions. Examples include the MobileNet fam-
ily [17]-[19], interleaved grouped convolutional fam-
ily [20]-[22], ShuffleNet family [23], [24] networks, and
repeated group-convolution networks [25], [26]. Group
convolutions divide the input channels and convolutional
filters into the same number of groups. The filters in each
group perform convolutions only on the input channels
within the corresponding group. Thus, the parameters
and calculations can be significantly decreased.
Network architecture searching methods [27]-[29] use
reinforcement learning to automatically search the light-
weight networks.

Knowledge distilling methods [30]-[32] use the teacher
networks to supervise and train the student networks.
The compressed networks can be obtained from the
student networks after the training process.

Because of containing the most parameters of HNNs and
dominating the computation complexity in the “1 1" fus-
ing layer, such fusing layer will be compressed. However,
traditional compression methods of pruning, quantizing, net-
work architecture searching, and knowledge distilling usually
suffers from complex training. The group convolutions are

2)

3)

4)

5)
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widely applied to compress the “3  3” convolutional layers.
In addition, the spectrum feature retrieved in different fre-
quency branches will produce various importance to the final
performance. These factors indicate that existing compression
methods may be inappropriate to compress the fusing layers in
HNNs. Furthermore, since the spatial size of such fusing layers
is the smallest spatial size of “1  1,” this will be difficult for
compressing the fusing layers. Moreover, traditional simply
decreasing the number of channels of fusing layers will also
decrease the performance of HNNs.

Therefore, to address the second problem of inefficiency of
HNNSs, this article proposes the shared reconstruction filters to
fuse the spectrum feature from all the frequencies. Such filters
containing a small number of shared meta-filters significantly
reduce the number of parameters of the fusing layer in HNNs.
In order to reduce the computation complexity, we propose
the dropping strategy to drop the shared meta-filters in some
frequency branches that have less importance to performance.
Applying the meta-filters to every frequency branch produces
the shared spectrum feature. Finally, selecting and accumu-
lating each shared spectrum feature map from all frequency
branches will generate one output feature map. These dropping
and shared computation processes can effectively reduce the
computation cost of fusing layer in HNNs. Finally, integrating
the proposed C-DCT filters with shared reconstruction filters,
the efficient harmonic network (EH-Net) is further proposed
in this article.

The contributions of this article are summarized as follows.

1) Integrating the DCT filters within the nearest frequen-
cies, we propose the C-DCT filters to retrieve the
rich spectrum feature and maintain the performance of
compressed HNNs. The proposed C-DCT filters can also
save the computation complexity to a satisfactory extent.

2) We propose the shared reconstruction filters that share a
small number of meta-filters. To reduce the computation
complexity, we further propose the dropping strategy
and sharing calculations in the computation process.
Such filters can effectively reduce the model size and
computation complexity simultaneously.

3) Integrating the proposed C-DCT filters and shared
reconstruction filters, we propose the EH-Net. Exten-
sive experiment results demonstrate that the proposed
EH-Nets can significantly reduce the model size and
computation complexity while maintaining the perfor-
mance of networks.

The rest of this article is organized as follows. Section Il
briefly reviews the theory of DCT and the structure of HNNs.
Section Il presents the proposed C-DCT filters, the shared
reconstruction filters, and EH-Net. Section IV reports the
experiment results on extensive datasets. Finally, Section V
presents the conclusions of this work.

Il. RELATED WORKS
A. Discrete Cosine Transform

Because of its property of compacting energy on natural
images [33], DCT is widely employed to compress images
and videos in JPEG and MPEG formats [34], respectively.

The spatial frequency spectrum of an image can be produced
through DCT decomposition. Performing the DCT to the
image x with the width W and height H, the formulation
is shown as follows:

H 1w 1 — —
Yuv = ) —inj
i=0 j=0 H W
cos i+1ucos '+1v 1)
H '™ 2 w 173
where
U:11 V:]_, ifUZO,VZO
u=2, =2, otherwise.

Yu,v denotes the DCT coefficient from the transformation of x
with sinusoids at the uth and vth frequency in the horizontal
and vertical directions, respectively. Equation (1) is similar
to the convolutional operation if the term cos(( /7H)(i +
(1/2))u) cos(( /W)(j + (1/2))v) is regarded as the (i, j)th
parameter in the filter with size “H  W.” This term can be
called the basis function as common practice. Inspired by this
formulation, HNNs were proposed to employ this preset basis
function to the traditional CNNs for generating the spectrum
feature.

B. Harmonic Neural Networks

Currently, DCT has been applied to the deep learning
models to improve the performance in many areas, especially
for the image classification [35]-[37]. Different from the
traditional methods, HNNs [8] were proposed to directly
retrieve integrated features from all spectra in the frequency
domain by learning the combinations of DCT filters. HNNs are
constructed of harmonic blocks. Each harmonic block contains
two layers, i.e., one DCT layer and one fusing layer. The
DCT layer transforms the input feature into spatial spectrum
information using the DCT basis function (DCT filters). This
layer performs the DCT filters on the input feature map with
a window-based strategy such as the convolutional operations.
Suppose that the spatial kernel size is “k  k,” the number
of DCT filters is k?, and the DCT filters are denoted by W
(W R¥ ¥ ¥) Given the input feature x (x RN H W) with
channels N and spatial size “H W,” then the output from the
DCT operation with stride 1 is in the size “k? N H W.”
On the other hand, the second layer learns the weights for
every spectrum feature channel using the combinational filter

with size “M k2N 1 1" where M indicates the number
of output channels. The calculation process of the ith output
channel can be formulated as follows:

Yi = Ckfzzol CNWe %
N 1k% 1 N 1k 1
= irvsvaf Xs = ir_s_fo Xs (2)
s=0 f=0 s=0 f=0
where indicates the 2-D convolutional operation, C denotes

the concatenation operation at the channel axis, and ' repre-
sents the reshaped combinational filter with size “M N k2.”
In the HNNSs, the spatial size of DCT filters is the same
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to that of traditional convolutional filters, such as “3  3.”
Furthermore, the model size of harmonic networks reduces
when dropping some DCT filters with high frequencies. Due
to only learning the collection of DCT filters with fixed
parameters, HNNs have much fewer parameters compared to
CNNs and thus can avoid the overfitting problem to some
extent [8]. Therefore, our work will focus on simultaneously
improving the performance and efficiency of HNNSs.

I1l. CoMmPOUND DCT FILTERS

In order to capture much more abundant spectrum informa-
tion from input features, this section proposes the C-DCT fil-
ters. To generate the C-DCT filters, we combine two adjacent
basic DCT filters in the horizontal and vertical directions while
integrating four adjacent DCT filters in the diagonal direction.
An illustrative example of the proposed C-DCT filters is shown
in Fig. 1.

Suppose that the spatial width or height of basic DCT
filters is k, and the number of basic plane DCT filters is
”k  k.” Therefore, from the definition of DCT [see (1)],

the formulation of basic DCT filters WP is shown as
follows:
W(l)),o Wg,l oo W(?,k 1
Wlb,O Wlb,l oo Wlb,kl
we= . . ®)
ka 1,0 ka 11 **° ka 1k 1
where WP R K K Kand WP, R*K(i,j {0,1,...,
k 1}).

To demonstrate the integrating process easily, the C-DCT
filters can be generated by the following steps. First, the
basic DCT filters will be transposed in the second and third
dimensions. Then, the transposed DCT filters will be reshaped
from size “k  k k k” to size “k? k2 obtaining DCT
filter matrix W2 (WP  R¥ ¥). Finally, the C-DCT filters
can be produced by sliding at the reshaped DCT filters with
a sliding window size “k k™ and then cropping the values
from the sliding windows.

Based on Fig. 1, the number of the generated C-DCT
filters between two basic DCT filters is called the com-
pound level, denoting as  ( {0,1,2,...,k 1}). Thus,
the generated C-DCT filters are “(k 1) ( + 1)+ 1~
In particular, the C-DCT filter matrix degrades to the DCT
filter matrix when = 0. Furthermore, the C-DCT filters
are also generated according to the sliding step size in the
group of DCT filters to be integrated. represents this sliding
step size, where = { o, 1,..., }and ; = (1, VW
i {0,,2,..., } " ™ {0,1,2,...,k 1}). According
to the above definition, ; indicates the sliding step size at the
vertical and horizontal directions. In particular, ¢ = (0,0)
by default indicates that the C-DCT filter matrix reverts to
the original DCT filter matrix. In- summary, the number of
C-DCT filters is determined by the compound level , while
the values of C-DCT filters are generated through the sliding
step size relative to the basic DCT filters.

From the above demonstrations, the final C-DCT filter
matrix W€ can be formulated by the following equation:

Wg o Wgy oo Woy
Wio Wi e Wi
we = . . . )
We 1o WE o o0t WE 1y
where W¢ RK kK Kk =(k 1) ( +1)+1)and
WE REK (G, ] {0,1,2,...,k  1}). Specifically, in (4),

W;; is shown as follows:

c — b
Wi,j - Wi 0ok, jorj ok

= 1 K+ 0 mod ( +1)

o

] = 1 k+ ?}mod( +1)) (%)
where “i @i +k and j : j +k” indicate the top-left

and bottom-right coordinates, respectively, and the sliding
windows on W? are (i ,j)and (i +k 1,j +k 1).
In particular, in (5), whenimod ( +1)=0and jmod ( +
1) =0, WS = W8, Ly j +1) - This implies that, except
these basic DCT filters, other filters in W€ are all constructed
by cropping values in sliding windows. Fig. 1 shows the
process of producing C-DCT filters with compound level
= 1 and sliding step size = (1, 1). After cropping filters
based on (5), all the basic DCT filters and C-DCT filters are
permuted to produce the C-DCT filter matrix. From Fig. 1, this
compound process can generate much more abundant DCT
filters with compound frequencies. This can integrate the basic
information with other features from compound frequency
spectrums, improving richness of the captured feature.

Finally, two efficient strategies are introduced to reduce

computation complexity.

1) Upper Triangular Selection: The information captured
by low-frequency DCT filters usually produces a heavier
influence on the final performance of networks than
the information captured by high-frequency DCT filters.
Therefore, similar to the selection manner in [8], on the
easy datasets, we can select the C-DCT filters from
the upper triangular areas of C-DCT filter matrix. The
number of upper triangular C-DCT filters is determined
by the selection level I, where |  {1,2,...,k + 1}.
The selection process is shown in Fig. 2(a). According
to (4), the C-DCT filter WY (WY Rk Kk Kk k) with
upper triangular selection is formulated as follows:

We, i+ j<lI
wy = RS (6)
' 0, otherwise.
2) Porous Selection: On the difficult datasets, it will

decrease the performance of networks when discarding
the information retrieved from high-frequency DCT fil-
ters. We then propose another selection strategy called
porous selection, as shown in Fig. 2(b). In this fig-
ure, the filters marked in blue are to be selected.
The number of C-DCT filters from porous selection
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Fig. 2. Comparison between upper triangular selection and porous selection.
In (a), | indicates the selected level for upper triangular. In (b), | denotes the
selected level for porous selection. The selected filters at the corresponding
level in (b) are marked by blue. (a) Upper triangular selection. (b) Porous
selection.
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Fig. 3. Harmonic convolution between the C-DCT filters and input channels.

is determined by the selected level I , where |
{1,2,...,k +1}. According to (4), the C-DCT filter WP

(WP Rk k Kk kywith porous selection is formulated
as follows:
We, (i+j)mod2=0 i,j<lI
Wip' — i,j (I J) ) 1, (7)
') 0, otherwise.

This demonstrates a porous selection method can utilize much
more C-DCT filters at high frequencies. Utilizing these two
selection methods, the networks can achieve satisfactory per-
formance on datasets with different difficulties. Furthermore,
it can also effectively reduce the computation complexity for
networks.

Selecting the compound filters at both low and high fre-
quencies, we obtain the final C-DCT filters. Then, the C-DCT
filters can be easily applied to the input channels by tradi-
tional convolutional operations. The convolutional operation is
conducted between each C-DCT filter and each input channel.
Suppose that the numbers of input channels and C-DCT filters
are represented by N and F, respectively, and the number of
output channels is “F  N.” The process of the convolutional
operations between the input channels and C-DCT filters is
called harmonic convolutions, as shown in Fig. 3.

1V. SHARED RECONSTRUCTION FILTERS

This section first introduces the structure of the shared
reconstruction filters and then proposes two dropping strategies
to improve the computation complexity of the shared recon-
struction filters.

A. Filter Structure

In the next stage, the networks will utilize learnable filters to
fuse the information retrieved in different frequencies. Since
the spatial size of fusing layers is the smallest spatial size
of “1 1 this leads to difficulty in compressing the fusing
layers. Furthermore, traditional simply reducing the number
of channels of fusing layers will result in poor fused features
from spectrum features and also decrease the performance of
HNNs. For reducing the parameters and computation com-
plexity in this fusing stage while preserving the channel
richness, inspired by repeated group convolution, a novel filter
called shared reconstruction filters is proposed. Specifically,
this shared reconstruction filter is constructed through sharing
meta-filters along the channel axis. The number of meta-filters
is much smaller than that of the traditional fusing filters. This
significantly reduces the learnable parameters while preserving
the channel richness. Moreover, the calculations of this fusing
convolutional operation are also shared based on the shared
meta-filters. To further reduce the computation complexity,
the meta-filters in some specific frequency branches can
be dropped through the proposed dropping strategy. This
saves the calculations of shared meta-feature generated by
shared meta-filters and thus reduces the overall computation
complexity.

Given the input feature with channels N and C-DCT filters
with F frequencies, according to Fig. 3, FN output channels
will be produced by the harmonic convolution. Suppose that
the number of output channels after fusing features from
different frequencies is M, and then, the number of parameters
in traditional fusing filters is FN M. However, in the
proposed shared reconstruction filters, only m meta-filters are
shared and reconstructed, where m = M ( (0,1]). This
indicates that m M and the number of parameters in the
proposed filters is FN ~ m. The smaller is, the more
parameters are reduced in the proposed filters. The process
of reconstructing filters from shared meta-filters is shown
in Fig. 4.

As shown in Fig. 4, FN feature channels are first divided
into F groups. Then, m meta-filters s (s R™ N 1 1) are
selected to reconstruct M fusing filters  ( . RM N 1 1)
The meta-filters are shared and applied to each frequency
group. Since the feature obtained by some frequency DCT
filters is not important for the final performance of networks,
the number of shared meta-filters can be reduced in those
frequency branches. For example, the feature retrieved from
high-frequency DCT filters has a negligible impact to the
feature quality. Thus, such high-frequency feature dose not
need abundant meta-filters. This implies that some unimportant
meta-filters can be dropped in these high-frequency feature
branches. Through this manner of dropping meta-filters, the
computation complexity can be further reduced in the cal-
culations of the shared feature. At the dropping process, the
droppingrate  ( ={ 0, 1,---» F 1} [0, 1]) controls
the removal of meta-filters. Inspired by [38], L; norm of
weights of each meta-filter can be applied to compute the
importance of meta-filters. Therefore, for the meta-filters ,
their importance is denoted by = {¢, 1,..., m 1}, Where
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Fig. 4. Generation of the output feature using the shared reconstruction filters. N and M indicate the input and output channels, respectively. F denotes
the number of the C-DCT filters (frequency branches) in harmonic convolution. Based on Fig. 3, the harmonic convolution produces FN channels of the
spectrum feature. In this figure, the spectrum input feature is divided into F groups according to frequency. Then, m (m = M, (0, 1]) shared meta-filters
are applied to every frequency group, generating shared meta-feature from all groups. In this step, the meta-filters can be further dropped in some specific
groups with adroprate  ( ={ o, 1,---, F 1}, i [0,1],i 0,1,.,F 1) to reduce the computation complexity, such as the white boxes in the
shared meta-feature. Finally, M shared reconstruction filters are reconstructed by selecting the meta-filters group by group and then concatenating these
selected meta-filters along the axis of input channels. In the computation process, M output feature channels are produced through selecting and summating
the shared meta-feature group by group according to the selection index of the shared reconstructed filters. In this figure, the meta-filters with the same color

share the same parameters.

i (i {0,1,...,m 1}) is formulated as follows:
. N l .
i= .= g 8
k=0

According to the importance and dropping rate  of meta-
filters, the dropped meta-filters in every frequency branch
can be determined. First, the importance of meta-filters s
sorted with an increasing order. We obtain the indices of the
meta-filters with an increasing order of importance, denoted by

( ={o0, 15--+» m 1), Where ; (i {0,1,...,m 1} is
the index of the ith least importance meta-filter. Next, a binary
mask ( RF ™ ={yg 1,..., £ 1}") can be utilized
to remove the unimportant meta-filters in every frequency
branch, where ; can be formulated as follows:

. 0, j o
= 90 1. oomi J = N U 9)
1, otherwise

where ; = im and [o.,] represents the first ; values in

After dropping the meta-filters in every frequency branch,
the remaining meta-filters can be reconstructed. For every
reconstructed filter, a binary mask tensor is utilized to select
only one meta-filter from every frequency branch. Concate-
nating these selected meta-filters forms the final shared recon-
struction filter. Therefore, for all the reconstructed filters '
with size “M N 1 1 the selection binary mask tensor can
be denoted by  with size “M  F m,” where .; ¢ =1.
This implies that the selection binary mask vector in every
frequency branch has only one nonzero value of 1 and all
other values are 0s. Finally, the reconstructed filters can be
formulated as follows:

=i ) (10)
where [ (I R'NITLH {0,1,...,M 1})is the ith
reconstructed filter in " and and indicate Hadamard and

outer products, respectively.
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B. Improvement of Computation Efficiency

Since the shared reconstruction filters are generated from
meta-filters, some shared reconstruction filters may select the
same meta-filters at the same positions. This results in dupli-
cated calculations in the computation process. For example,
in Fig. 4, the second meta-filters in the first and last shared
reconstruction filters are the same. Therefore, when applying
the convolutional operations to the input and its meta-filter,
the calculations will be repeated multiple times.

In order to reduce the duplicate calculations, we can share
the computations between each meta-filter and its corre-
sponding input branch. Specifically, the computation process
between the shared reconstruction filters and input channels
can be formulated as follows:

F 1

Yi = Xj j

j=0

F 1
) (11)

j=0
where y; denotes the ith output channel and X; is the jth
input frequency branch. From (11), in the computation process,
we can compute all convolutions between the meta-filters and
input branches. All output features can be called meta-features.
Then, the same selection indices  of shared reconstruction
filters can be used to select the corresponding shared meta-
feature. Through this manner, the duplicate computations can
be avoided. To further reduce the computation complexity,
the dropping strategy can be used to reduce the unnecessary
meta-filters from every branch. Thus, the calculations between
these unimportant meta-filters and their corresponding input
frequency branches can be removed to further improve the
efficiency. Then, (11) can be transformed as follows:

F 1

Yi = Xj i

s (12)

Dropping meta-filters in each frequency branch and sharing
meta-feature in every output channel, the computation com-
plexity can be significantly reduced.

V. EFFICIENT HARMONIC NETWORKS

After introducing the basic efficient harmonic block, this
section proposes the EH-Nets and then analyzes the parame-
ters and computation of floating-point operations (FLOPS) of
EH-Nets.

A. Basic Efficient Harmonic Block

The proposed EH-Nets consist of multiple basic efficient
harmonic blocks. Each block is constructed according to the
traditional convolutional layer. Suppose that the traditional
convolutional layer contains the convolutional filters with size
“k k,” and then, in each basic efficient harmonic block,
the traditional convolutional layer will be replaced with the

Fig. 5. Structure of a basic efficient harmonic block.

C-DCT filters with size “k  k” and one fusing layer with
the shared reconstruction filters. A batch normalization layer
is inserted between the C-DCT filter layer and the shared
reconstruction filter layer. Fig. 5 shows the structure of a basic
efficient harmonic block. Furthermore, the detailed calculation
process of the basic efficient harmonic block is shown in
Algorithm 1.

B. Efficient Harmonic Networks

The proposed EH-Nets of EH-Nets are implemented using
traditional networks, such as VGG-Nets [39] and ResNets
family networks [40], [41]. In order to keep the consistence
of the traditional networks, the basic framework of EH-Nets
keeps the same as that of the regular popular networks.
Furthermore, the spatial kernel size in every C-DCT filter
layer is also set to the same as the traditional convolutional
kernels. For example, the kernel size is usually set to “3  3.”
The number of output channels in basic efficient harmonic
blocks should be the same as that in the traditional regular
convolutional layers. Based on these principles, the proposed
EH-Nets can be easily constructed by simply replacing every
regular convolutional layer with basic efficient harmonic block,
as demonstrated in Algorithm 1.

C. Parameters and FLOPs of EH-Nets

1) Parameter Analysis: Since EH-Nets simply replace the
traditional convolutional layer using the basic efficient har-
monic blocks, the number of parameters and FLOPs of
EH-Nets can be computed on one layer. Suppose that the
number of input and output channels is N and M, respectively.
The spatial kernel size is “k  k.” Therefore, the number of
parameters P, in the traditional convolutional layer is

P=M N k k=MNk2 (13)

The traditional harmonic network is composed of one DCT
layer and one “1  1” fusing layer. Suppose that the number
of DCT filters is F, and the number of output channels is FN.

Thus, the number of parameters in a harmonic block Py, is
Ph=M FN 1 1=MFN. (14)

The proposed efficient harmonic block contains one C-DCT
filter layer and one shared reconstruction filter layer.
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Algorithm 1 Algorithm of Basic Efficient Harmonic Block

1: Initialize: Spatial size of C-DCT filters k  k;
Compound level and sliding step size

of C-DCT filters;

Selection methods (upper triangular or porous selection) of C-DCT filters;

Selection level (1 or | ) of C-DCT filters;

Number of C-DCT filters F = f(I) or F = f(1 );
Number of out feature channel M, Number of meta-filters m = M;

Parameters of meta-filters ;
Dropping rate of meta-filters ;

Learnable selection indices for reconstructed fusing filters

10: Until convergence

2: Repeat:

3: Harmonic convolutional layer input: X;

4. Generate C-DCT filters based on Eqgns. (3) to (5);

5 Select F C-DCT filters according to initialized selection method and selection level based on Eqns. (6) and (7);
6: Determine the dropped meta-filters in every frequency branch based on Eqns. (8) and (9);

T Compute the shared meta-feature in every frequency branch based on Eqgn. (11);

8 Select meta-feature from every frequency branch to formulate the final output feature based on Eqgn. (12);

9: Compute loss and update and

The parameters are dependent on the meta-filters ws and the
selection indices  for the shared reconstruction filters. Since
the selection indices are binary values, they can be saved by
bits in the inference process. This implies that the required
memory of is very small and thus can be ignored compared
with the other parameters. Suppose that the number of C-DCT
filters is F in the basic efficient harmonic block, and according
to (10), the number of parameters P, is

PP= M N 1
MN.

1+M F M (bits)

(15)

In particular, based on (15), different from the traditional
harmonic networks, the number of parameters of EH-Nets has
no relationship with the number of C-DCT filters. Thus, the
model size of EH-Nets will not be influenced by the number
of C-DCT filters. Based on (13)—(15), the following equation
can be obtained:

Pe Py (16)

Tk TF
where (0,1]. In Section VI, =0.5,k=3,and F =9,
and then, P, = (1/18)P, = (1/18)P;. This demonstrates
that the memory cost can be significantly reduced in theory.
This further indicates that the EH-Nets can retrieve much
more abundant frequency spectrum features while reducing
the model size.

2) FLOPs Analysis: According to the settings of the input
channels, output channels, and the kernel size in Section V-C1,
the computation FLOPs F, of traditional convolutional layer
is

F=M N k k w h=kwhMN. (17)

The harmonic computations are composed of the kernel con-
struction and convolutional operations [8]. The number of
FLOPs Py can be formulated as follows:

Ph=M N F k k

+M N k k w h

= k>MN(F + wh). (18)

The proposed efficient harmonic block includes the compu-
tations of the C-DCT filters, shared meta-filters, and feature
fusion. Furthermore, the computations of fusing meta-feature
are also included in the calculation process. As the implemen-
tations in Section Vi, the drop rate linearly increases from 0 to

in F frequency branches. Therefore, the number of FLOPs
of the basic efficient harmonic block F is shown as follows:

FF=w h N F Kk?
F 1

+ (1
i=0

=whF Kk®N+ M +

i) M N+F M

@ )
2

where F is the number of C-DCT filters. Based on (19),
we can obtain

MN (19)

1.1, 2 )

FF=F — + F
¢ M k2N 2k2 '
2 F
%ﬁ. (20)
If F = 15, = 0.4, = 0.5, and k = 3, then, F

(2/3)F;. This indicates that the proposed efficient harmonic
block effectively reduces the computation FLOPs.

In summary, the proposed EH-Nets can significantly
decrease the model size and calculation of FLOPs.

VI. EXPERIMENTS AND ANALYSIS

In this section, datasets and initialization will be first intro-
duced in Section VI-A. The different components in the pro-
posed EH-Nets will be compared and verified the effectiveness
of these components in Sections VI-B-VI-D. Section VI-E
compares the proposed EH-Nets with the baseline harmonic
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networks on various datasets from the aspects of model size,
computation FLOPs, and accuracy.

A. Datasets and Initializations

The proposed EH-Nets are compared with traditional net-
works on the following datasets.

1) Regular ImageNet Datasets: The regular ILSVRC
2012 classification dataset [42] is composed of more than
1.2 million training images and 50000 validation images in
1000 categories. The data augmentations in [22], [43], and
[44] are applied and a single crop with the size “224 224”
is utilized at the inference. The classification accuracies are
reported on the validation set.

2) CIFAR Datasets: CIFAR datasets contain all images in
CIFAR-10 [45] and CIFAR-100 [46] with 10 and 100 classes,
respectively. They both have 60000 colored nature scene
images with the resolution “32 32.” There are 50 000 training
images and 10 000 test images. Data augmentation is the same
as in [40], [43], and [47].

3) CINIC-10 Datasets: CINIC-10 dataset [48] is an exten-
sion of CIFAR-10 through the supplement from downsampled
ImageNet images. It contains 270000 colored images with
resolution “32 32" in ten categories. The training, validation,
and test subsets are equal-sized. As the illustrations in [48], the
regular ImageNet is an unwieldy dataset because the spatial
size of images is large and a single training run is very
time-consuming without sufficient computation resources. The
number and resolution of images in CINIC-10 are appropriate
to conduct experiments. Furthermore, a fair assessment of
generalization performance can be tested on CINIC-10 through
the equal-sized training, validation, and testing splits.

4) Initializations: We adopt the same data augmentations
as the common practices [40], [43], [47]: padding the images
along each side with 4 pixels, randomly cropping from the
padded images with “32  32” on CINIC-10 and CIFAR data-
bases and horizontally flipping the images randomly. Finally,
the training images will be normalized by subtracting the
channel means and standard deviations. The mini-batch size
is set to 128. The training epochs are set to 120 on the regular
ImageNet, 200 on CINIC-10, and 400 on the CIFAR database.
The SGD method and Nesterov momentum [49] are used.
On the CINIC-10 datasets, the learning rate starts from 0.1 and
is divided by 10 at the 100th, 150th, and 175th epochs. On the
CIFAR datasets, the learning rate starts from 0.1 and decreases
with the cosine learning schedule. On ImageNet datasets, the
learning rate starts from 0.1 and is divided by 10 at the 30th,
60th, and 90th epochs. The momentum is 0.9, and the weight
decay is set to 1e * on the ImageNet, CINIC-10, and CIFAR
datasets.

In order to thoroughly verify the effectiveness of reducing
the model size and computation FLOPs in the proposed
EH-Nets, we employ five popular networks, i.e, VGG-16,
ResNet-56, ResNet-110, WideResNet-28-10, and ResNet-50
as the backbone networks to implement the EH-Nets. Specifi-
cally, EH-Nets are constructed through replacing every “3 3"
convolutional layer with the basic efficient harmonic block
illustrated in Algorithm 1. Since the binary indices tensor is
discrete, it will not obtain the gradients in the backpropagation

in the training process. Therefore, straight through estima-
tor [50] is utilized to optimize binary index tensor . In detail,
another continuous tensor s built using , where and
have the same size of “M F m”and .; is obtained through
locating the maximum value .; and binarizing the value with
1 in the position at the ith (i {0,1,...,F 1}) frequency
branch. The gradients of  can be directly propagated to  to
optimize in the training process.

In the following, the EH-Nets are implemented using
the backbones of VGG-16, ResNet-56, ResNet-110,
WideResNet-28-10, and ResNet-50. The new networks
are denoted by EH-VGG, EH-ResNet-56, EH-ResNet-110,
EH-WideResNet-28-10, and EH-ResNet-50. In particular,
EH-ResNet-56, EH-ResNet-110, EH-WideResNet-28-10,
and EH-VGG are performed on CIFAR or CINIC-10 datasets,
while EH-ResNet-50 is conducted on the ImageNet dataset.
It is noticed that, in the dropping process of fusing filters, the
dropping rate linearly increases from O to the set dropping
rate in all frequency branches. Therefore, the permutation
of the C-DCT filters will affect the saved meta-filters and
retrieved feature in every branch. To properly arrange these
frequency branches according to the increasing dropping
rates, two permutation strategies for C-DCT filters are
utilized in this stage. The first strategy is the frequency-based
permutation. It permutes the C-DCT filters with the increasing
order of frequency. The other one is the frequency-crossed
permutation. It permutes the C-DCT filters row by row in the
matrix of complete C-DCT filters. Finally, the initializations
of these EH-Nets on various datasets are shown in Table 1.

B. Ablation Study of C-DCT Filters

In this section, we will thoroughly explore the effects of
different strategies utilized in the C-DCT filters. Our exper-
iments select the EH-ResNets-56 as the backbone network
on both the CIFAR-10 and CIFAR-100 datasets. The detailed
initializations of the backbone networks are described in
Section VI-A4. Some settings may change in the specific
experiments and will be clearly pointed out in the relevant
illustrations.

1) Effects of Sliding Step Size: According to Algorithm 1,
the spatial size of the C-DCT filters in EH-Nets is “3  3.” As
the illustrations of C-DCT filters in Section Ill, the possible
sliding step sizes of C-DCT filters are 1 or 2.

To study the effects of different sliding step sizes on the final
performance, two EH-ResNet-56 with step sizes 1 and 2 are
compared on the CIFAR-10 and CIFAR-100 datasets. The
results are shown in Table Il. Compared to EH-ResNet-56 with
a step size of 2, EH-ResNet-56 with a step size of 1 improves
the accuracy by 0.11% and 0.50% on the CIFAR-10 and
CFAR-100 datasets, respectively. This proves that the proposed
network with a step size of 1 can produce better accuracy on
both CIFAR datasets than that with a step size of 2. Based on
the integration mechanism of C-DCT filters in (4) and (5),
the integrated filters with a sliding step size of 1 contain
much more parameters in low frequencies than those with a
step size of 2. This indicates that the feature captured in low
frequencies will contribute more to the final performance than
that of high frequencies in the C-DCT filters. Thus, the C-DCT
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TABLE |

PROPOSED EH-NETS IMPLEMENTED USING DIFFERENT BACKBONE NETWORKS AND APPLIED TO DIFFERENT DATASETS. | AND |
SELECTION LEVELS OF UPPER TRIANGULAR AND POROUS METHODS, RESPECTIVELY.

DENOTE THE
INDICATES THE DROPPING RATE OF META-FILTERS.

REPRESENTS THE SLIDING STEP SI1ZE OF COMBINATIONAL C-DCT FILTERS. “PERMUTATION” INDICATES THE
PERMUTATION METHOD OF C-DCT FILTERS

Datasets | Models | Selection method | 1/1* | A | B | Permutation method
EH-ResNet-56 Upper triangular =5 1] {0.2,0.3,0.4} Frequency-based
CIFAR-10 EH-ResNet-110 Upper triangular =5 1| {0.2,0.3,0.4} Frequency-based
EH-WideResNet-28-10 Porous =511 0.3 Frequency-crossed
EH-VGG Upper triangular l=5 1 0.3 Frequency-based
EH-ResNet-56 Porous *=5 11| {0.2,0.3,0.4} | Frequency-crossed
CIFAR-100 | EH-ResNet-110 Porous *=5 1|11 {0.2,0.3,0.4} | Frequency-crossed
EH-WideResNet-28-10 Porous *=511 0.3 Frequency-crossed
EH-VGG Porous *=511 0.3 Frequency-crossed
CINIC-10 EH-ResNet-56 Porous *=51] 1] {0.2,0.3,04} | Frequency-crossed
EH-WideResNet-28-10 Porous *=5 |1 0.3 Frequency-crossed
ImagNet | EH-ResNet-50 | Porous | *=5] 1| 0.3 | Frequency-crossed
TABLE Il TABLE Il
EFFECTS OF SLIDING STEP S1zE OF C-DCT FILTERS EFFECTS OF PERMUTATION OF C-DCT FILTERS WITH
DIFFERENT SELECTION METHODS
Datasets | Models | Step size: A | Accuracy - -
Datasets | Models | Selection | Permutation method | Accuracy
CIFAR-10 ‘ EH-ResNet-56 ‘ 1 ‘ 93.05% EH-ResNet-56 Upper-triangular frequency-based 92.25%
‘ EH-ResNet-56 ‘ 2 ‘ 92.94% CIFAR-10 EH-ResNet-56 frequency-crossed 93.05%
EH-ResNet-56 P . frequency-based 92.73%
CIFAR-100 ‘ EH-ResNet-56 ‘ 1 ‘ 68.54% EH-ResNet-56 orous frequency-crossed 92.49%
EH-ResNet-56 2 68.04% EH-ResNet-56 . frequency-based 66.06%
‘ ‘ ‘ CIFAR-100 ‘ EH-ResNet-56 ‘ Upper-triangular frequency-crossed ‘ 68.54%
EH-ResNet-56 P frequency-based 69.06%
EH-ResNet-56 orous frequency-crossed 68.70%

filters with a sliding step size of 1 are utilized in the proposed
EH-Nets.

2) Effects of Selection Methods: Two selection methods,
i.e., upper triangular selection and porous selection, are uti-
lized to select the C-DCT filters from the C-DCT filter matrix.
Since the selected C-DCT filters will influence the retrieved
feature from different frequencies, these two selection methods
will be compared on the CIFAR-10 and CIFAR-100 datasets.
Table I1l demonstrates the comparison results of upper trian-
gular and porous selection methods. On CIFAR-10 datasets,
the networks with upper triangular selection have an accuracy
of 0.56% higher than those with porous selection method.
On CIFAR-100 datasets, however, the porous selection method
generates better accuracy than the upper triangular selection
method.

CIFAR-10 and CIFAR-100 datasets both include the
same number of training images. However, the categories
of CIFAR-100 dataset are ten times larger than those of
CIFAR-10 dataset. This indicates that the CIFAR-100 dataset
is more challenging than the CIFAR-10 dataset. Considering
the comparisons between these two selection methods on the
CIFAR datasets, the produced experiment results suggest that
the compound DCT filters with higher frequencies will be
more necessary than those with low frequencies on difficult
datasets. Therefore, in the subsequent experiments, the upper
triangular selection is applied to the easy CIFAR-10 dataset,
while the porous selection method is utilized on the difficult
CIFAR-100, CINIC-10, and ImageNet datasets.

3) Effects of C-DCT Filter Permutation: Two permuta-
tion methods of C-DCT filters are compared on CIFAR
datasets. The experimental results are shown in Table III.
When using the upper triangular selection method, the net-
works with frequency-crossed permutation obtain 0.80% and
2.48% improvements on the CIFAR-10 and CIFAR-100
datasets, respectively, compared to the networks with the
frequency-based permutation. However, when using the porous
selection method, the networks with the frequency-based
permutation obtain 0.24% and 0.36% improvements on
CIFAR-10 and CIFAR-100 datasets, respectively, compared
to the networks with frequency-crossed permutation. This is
mainly because the upper triangular selection collects much
more C-DCT filters from low frequencies compared to the
porous selection method. This will lead to overfitting in
the networks under the upper triangular selection method.
Furthermore, compared to the frequency-based permutation,
the frequency-crossed permutation will drop more meta-filters
in low-frequency branches under upper triangular selection
method. Therefore, the integration of upper triangular selec-
tion and frequency-crossed permutation can achieve better
accuracy. The porous selection method can collect only
a few C-DCT filters in low frequencies. Combining the
frequency-based permutation with porous selection method,
the meta-filters will be largely saved in the low-frequency
branches and thus avoid the overfitting and produce better
performance to some extent.

Authorized licensed use limited to: Universidade de Macau. Downloaded on January 06,2024 at 08:35:47 UTC from IEEE Xplore. Restrictions apply.



LU et al.: EFFICIENT HNNs WITH C-DCT FILTERS AND SHARED RECONSTRUCTION FILTERS 703

TABLE IV

EFFECTS OF REDUCTION FACTOR ON THE MODEL SIZE (#PARAM.),
COMPUTATION FLOPs (#FLOPS), AND ACCURACY. THE COMPLETE
C-DCT FILTERS, I.E., 25 C-DCT FILTERS [SEE (4) AND (5)], ARE
USED IN THE BACKBONE EH-RESNET-56. THE STRATEGY OF
DROPPING META-FILTERS IS REMOVED IN
THIS EXPERIMENT

Datasets | Models | « | #Param. | #FLOPs | Accuracy
| EH-ResNet-56 | 0.25 | 26.8K | 0.21G | 92.65%
CIFAR-10 "B ResNet 56 | 0.50 | 503K | 030G | 93.57%
| EH-ResNet-56 | 0.75 | 73.9K | 0.39G | 93.23%
| EH-ResNet-56 | 0.25 | 325K | 0.21G | 69.15%
CIFARIO0 "l ResNet-56 | 0.50 | 56.1K | 030G | 70.28%
| EH-ResNet-56 | 0.75 | 79.6K | 0.39G | 71.08%

In summary, the experimental results of comparisons above
have demonstrated the initial settings of the networks on the
CIFAR-10 and CIFAR-100 datasets. Since the CINIC-10 and
ImageNet datasets are both much more difficult datasets than
the CIFAR-10 datasets, the initial settings of the networks on
these two datasets are the same as those on the CIFAR-100
dataset.

C. Ablation Study of Shared Reconstruction Filter

This section will comprehensively study the effects of
different settings of shared reconstruction filters in terms of
model size, computation FLOPs, and accuracy.

1) Effects of Reduction Factor : In the shared reconstruc-
tion filters, the reduction factor  for meta-filters will heavily
affect the model size and computation FLOPs. Table IV
shows the results of different numbers of meta-filters in
EH-ResNets-56. From this table, the model size and compu-
tational FLOPs increase with . On the CIFAR-100 dataset,
a larger value of leads to higher accuracy. However, on the
CIFAR-10 dataset, the accuracy increases and then decreases.
The networks with the largest model size (= 0.75) produce
lower accuracy than those with the middle model size ( =
0.5) on the CIFAR-10 dataset. Considering the overall effects
of the model size, computation FLOPs, and accuracy on
different datasets, = 0.5 is set as the initial settings for
the proposed EH-Nets.

2) Effects of Selection Level 1/1 and Dropping Rate
According to the calculations of parameters and FLOPs in (5)
and (19), the selection level 1/1 in the C-DCT filters and
drop rate  for the meta-filters in the shared reconstruction
filters will affect only the computation FLOPs. Therefore, the
combined factors of selection level and dropping rate will be
explored together to discover their effects on the FLOPs and
accuracy. Table V shows the comparison results of different
settings in EH-ResNet-56 on the CIFAR-10 and CIFAR-100
datasets.

As can be seen, with the increase of computation FLOPS,
the accuracy of the networks increases and then decreases on
CIFAR-10. This is consistent with the accuracy trend of the
model size in Table IV. Since the selection level and dropping
rates do not affect the model size, the model size in Table V is

TABLE V

EFFECTS ON COMPUTATION FLOPs (#FLOPS) AND ACCURACY OF
SELECTION LEVEL I/l AND DROP RATES ON THREE STAGES OF
NETWORKS. “ 7 IN THE COLUMN I/l INDICATES THE NETWORKS
UTILIZING COMPLETE C-DCT FILTERS, I.E., 25 C-DCT
FILTERS [SEE (4) AND (5)]

Datasets | Models | /1% | B | #FLOPs | Accuracy
| EH-ResNet-56 | | {0.2,0.2,0.2} | 029G | 93.12%
CIFARIO "Bl ResNet-56 | | {0.4,0.4,0.4} | 027G | 93.41%
| EH-ResNet-56 | | {0.5,0.5,0.5} | 0.26G | 93.30%
| EH-ResNet:56 | — | {0.2,0.3,04} | 0.28G | 93.15%
| EH-ResNet-56 | (=5 | {0.4,0.4,0.4} | 0.16G | 92.80%
| EH-ResNet-56 | [ =5 | {0.2,0.3,0.4} | 0.17G | 93.05%
ClFAR.100 | FH-ResNet:56 | 1=5 | {0.4,0.4,04} | 016G | 68.54%
| EH-ResNet-56 | [ =5 | {0.2,0.3,0.4} | 0.17G | 69.09%
TABLE VI

EFFECTS ON ACCURACY OF C-DCT FILTERS. THE DEFAULT SETTINGS OF
THESE NETWORKS ON DIFFERENT DATASETS ARE SHOWN IN TABLE |

Methods Filters ‘ CIFAR-10 ‘ CIFAR-100 ‘ CINIC-10 ‘ ImageNet

\
EH-ResNet-56 ‘ C]-)ISCTT ‘ gg{gg@ ‘ ggg?}lé ‘ 8732510{7.; -
enretectto | O | o300 | roaa | - |
EH-VGG-16 | er | omar | oo | = | C
EH-WideResNet-28-10 ‘ C]—DlggT ‘ 323%(@, ‘ 87;);11@ ‘ gii’;é :
EH-ResNet-50 ‘ C[—)lggT ‘ B ‘ - ‘ _ ‘ 772;?3?%

all the same. Hence, according to the comparative results, the
computational FLOPs may also produce an important effect
on the final performance. This also implies that the overfit-
ting problem possibly results from too many computational
FLOPs on easy dataset. On CIFAR-100, the networks with
0.17G FLOPs can improve the accuracy by 0.55% compared
to the networks with 0.16G FLOPs. Thus, increasing only
a few computation FLOPs, the accuracy can be promoted
satisfactorily on difficult datasets without increasing the model
size. This observation can provide novel guidance to design
lightweight and effective networks. Finally, according to the
comprehensive comparisons from both FLOPs and accuracy
on CIFAR datasets, I/ = 5and = {0.2,0.3,0.4} are
utilized in the subsequent ResNet family networks.

D. Effect of C-DCT Filters

In order to verify the effectiveness of C-DCT filters,
we compare the performances of various EH-Nets with C-DCT
filters and with the traditional DCT filters. The experiment
results on CIFAR, CINIC-10, and ImageNet datasets are
shown in Table VI. From this table, compared to DCT filters,
EH-ResNet-56 with C-DCT filters improves the accuracies
by 1.54%, 0.40%, and 0.36% on the CIFAR-10, CIFAR-100,
and CINIC-10 datasets, respectively. EH-ResNet-110 produces
0.27% and 1.59% higher accuracies than the networks with
traditional DCT filters. On the backbone VGG-16 networks,
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TABLE VII

COMPARISONS OF MODEL SIZE (#PARAMS.), COMPUTATION FLOPS (#FLOPS), AND ACCURACY. THE DEFAULT SETTINGS OF THESE NETWORKS ON
DIFFERENT DATASETS ARE SHOWN IN TABLE I. T AND $ DENOTE USING THE COMPLETE C-DCT FILTERS AND REMOVING THE DROP STRATEGY
FOR THE SHARED META-FILTERS, RESPECTIVELY

Methods | #Params. | Reduction | #FLOPs | Reduction | CIFAR-10 | CIFAR-100 | CINIC-10 | ImageNet (Top-1)
ResNet-56 0.85M 1.0x 0.13G 1.0x 93.03% -
Harm-ResNet-56 0.85M 1.0x 0.13G 1.0x 93.21% 71.81% _ B
EH-ResNet-56 (ours) 0.05M | 17.0% 0.17G 0.76x 93.05% 69.06%
EH-ResNet-561% (ours) 0.05M | 17.0% 0.30G 0.43x 93.57% 70.28%
ResNet-110 1.7M 1.0x 0.26G 1.0x 93.39% -
Harm-ResNet-110 1.7TM 1.0x 0.26G 1.0x 93.81% 72.18% B _
EH-ResNet-110 (ours) 0.1M 17.0% 0.34G 0.76x 93.19% 70.42%
EH-ResNet-1107% (ours) 0.1M 17.0x 0.60G 0.43x 93.85% 71.58%
WideResNet-28-10 36.5M 1.0x 5.24G 1.0x 96.00% 80.75% 84.16%
Harm-WideResNet-28-10 36.5M 1.0x 5.24G 1.0x 96.14% 81.43% 84.38% —
EH-WideResNet-28-10 (ours) | 2.3M 15.8x | 3.37G 1.6 X 96.16% 81.51% | 84.42%
ResNet-50 25.6M 1.0x 3.8G 1.0x 76.19%
Harm-ResNet-50 25.6M 1.0x 3.8G 1.0x - - - 76.89%
EH-ResNet-50 (ours) 14.7TM 1.7% 3.2G 1.2x 76.83%

the accuracies produced from EH-VGG with C-DCT fil-

ters are, respectively, promoted by 0.11% and 2.85% on

the CIFAR-10 and CIFAR-100 datasets. On the backbone

WideResNet-28-10, the networks with C-DCT filters can

improve the accuracies by 0.24%, 2.40%, and 2.05 on the

CIFAR-10, CIFAR-100, and CINIC-10 datasets, respectively.

ResNet-50 is suitable for the ImageNet dataset and the (a)

EH-ResNet-50 with C-DCT filters can produce 76.83% accu-

racy on the ImageNet dataset, improving the accuracy by

0.48% compared to that with DCT filters. From these com-

parisons, on various backbone structures, the EH-Nets with

C-DCT filters can achieve higher accuracies on all datasets

compared to those with traditional DCT filters. This suffi-

ciently demonstrates that the networks with C-DCT filters can

drive the networks to learn more qualified features, resulting (b)

in better performances. ) i i i )

Fig. 6. Importance comparisons of C-DCT filters and DCT filters in

To explicitly prove the function of C-DCT filters, we visu-
alize the importance of C-DCT filters and DCT filters through
statistics of the average absolute weights from the shared
reconstruction filters corresponding to the relevant frequency
filters. Fig. 6(a) shows the comparisons at the first layer and
the last layer in three stages from EH-ResNet-56 on the
CIFAR-10 dataset. It is clear that the importance of some
C-DCT filters is significantly higher than that of the DCT
filters, such as the importance marked by blue boxes. In these
four layers, the highest importance is produced from C-DCT
filters, demonstrating the effectiveness of C-DCT filters.

Furthermore, in EH-ResNet-56, the average importance of
C-DCT filters and DCT filters in every layer is also calculated
and shown in Fig. 6(b). According to the comparisons in this
figure, in most of the layers (31/55), the average importance
of C-DCT filters is higher than that of DCT filters. This
further proves that the C-DCT filters play an important role in
retrieving helpful feature for the entire networks, contributing
to better performances.

E. Comprehensive Comparisons
To verify the effectiveness of the proposed EH-Nets,
we comprehensively compare the model size, FLOPs, and

EH-ResNet-56 on the CIFAR-10 dataset. (a) Comparisons of importance of
all the filters. (b) Comparisons of average importance of every layer.

accuracy on various datasets and backbone networks in
this section. Table VII shows the final experiment results.
On both CIFAR-10 and CIFAR-100 datasets, the model
size of EH-ResNet-56 and EH-ResNet-110 can be sig-
nificantly reduced by 17 times than the Harm-ResNet-56
and Harm-ResNet-110. According to (19), since the widths
of ResNet-56 and ResNet-110 are very small, the calcu-
lations of FLOPs will slightly increase in the proposed
EH-ResNet-56 and EH-ResNet-110 networks. The accuracies,
however, achieved by EH-ResNet-56 and EH-ResNet-110 are
higher than those of Harm-ResNet-56 and Harm-ResNet-110
on the CIFAR-10 dataset. Although the model size is largely
reduced, the abundant C-DCT filters and increasing of FLOPs
can improve the quality of retrieved feature, leading to better
performance on easy datasets. However, on the challenging
CIFAR-100 datasets, the accuracies produced by the proposed
networks are decreased slightly. This is because the very
small width of the networks can limit the richness of the
shared reconstruction filters, leading to insufficient fusion of
the features from various frequency branches.
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TABLE VIII

COMPARISONS TO THE STATE-OF-THE-ART MoBILE CNNs oN CIFAR
DATASETS. T AND  DENOTE USING THE COMPLETE C-DCT FILTERS
AND REMOVING THE DROP STRATEGY FOR THE SHARED
META-FILTERS, RESPECTIVELY

Methods | #Params. | #FLOPs | CIFAR-10 | CIFAR-100

MobileNetV2 1.0x [18] 2.3M 0.11G 94.56% 77.09%
IGCV3-D 1.0x [22] 2.3M 0.10G 94.96% 77.95%
ShuffleNetV2 2.0x [24] 5.5M 0.17G 93.77% 75.17%
Harm-ResNet-56 0.85M 0.13G 93.21% 71.81%
EH-ResNet-56F (ours) 0.05M | 0.30G 93.57% 70.28%
Harm-WideResNet-28-10 36.5M 5.24G 96.14% 81.43%
EH-WideResNet-28-10 (ours) | 2.3M 3.37G | 96.16% 81.51%

Based on these comparisons on ResNet-56 and ResNet-110,
as the experiments in the literature [8], EH-WideResNet-28-10
with a lager width is implemented. EH-WideResNet-28-10
reduces the model size and FLOPs by 15.8 and 1.6 times,
respectively, but produces higher accuracies on the CIFAR-10,
CIFAR-100, and CINIC-10 datasets. Thus, on the relatively
wider networks, the proposed method can reduce both the
model size and computation FLOPs efficiently without any
performance degradation. On the ImageNet dataset, the pro-
posed EH-ResNet-50 can achieve competitive accuracy while
reducing the model size and computation FLOPs by 1.7 times
and 1.2 times, respectively. From all the above comparisons,
the proposed method can effectively reduce the number of
parameters and computation FLOPs while maintaining satis-
factory performances on various networks.

In addition, because the implementation of the proposed
shared reconstruction filters has some relationships of the
compression methods using group convolution, we compare
our EH-Nets to the popular state-of-the-art mobile CNNs
with group convolution. Table VIII shows the comparisons
of parameters, FLOPs, and accuracies on the CIFAR-10
and CIFAR-100 datasets. The compared mobile CNNs
are the popular MobileNetV2, ShuffleNetV2, and IGCV3.
From Table VIII, compared to the mobile networks, our
EH-ResNet-56™ significantly reduces the parameters by about
46 times while producing competitive accuracies on the
CIFAR-10 dataset. Compared to the mobile networks under the
same parameters, our EH-WideResNet-28-10 achieves the best
accuracies on both CIFAR-10 and CIFAR-100 datasets. Due
to the additional computations from the C-DCT, the proposed
EH-Nets need more FLOPs in the learning process. However,
compared to the traditional HNNs (Harm-WideResNet-28-10),
our EH-Nets (EH-WideResNet-28-10) can decrease the FLOPs
by 1.87G. In summary, compared to the mobile CNNs under
the same model size, our EH-Nets can effectively improve
the accuracy. Compared to the HNNs, the proposed EH-Nets
can effectively reduce both the model size and FLOPs while
significantly improving the accuracy. The comparisons to the
HNNSs prove the effectiveness of the proposed EH-Nets, which
is also consistent with our goal of improving the performance
and efficiency for HNNS.

In order to explicitly compare the proposed EH-Net and
the HNNs, the important calculations of the DCT filters from
EH-WideResNet-28 and Harm-WideResNet-28 are compared
in Fig. 7. In this figure, the larger importance of DCT filters

Fig. 7. Importance comparisons of DCT filters and C-DCT filters in Harm-
WideResNet-28 and Harm-WideResNet-28 (ours) on the CIFAR-10 dataset,
respectively. The top column and the bottom column are the importances from
DCT filters and C-DCT filters, respectively.

in Harm-WideResNet-28 mainly focuses on the low-frequency
DCT filters, while our EH-WideResNet-28 produces larger
importance on some compound DCT-filters even on some
high-frequency C-DCT filters. This proves that our method
can learn more appropriate combinations of necessary C-DCT
filters, mainly because the dropping strategy in the shared
recombination filters can learn and dynamically select the
required C-DCT filters. Therefore, our EH-Nets can effec-
tively explore the richness of the C-DCT filters with limited
parameters, leading to better promotions of performance and
efficiency.

VI1I. CONCLUSION

This article proposed EH-Nets. This is the first attempt to
compress harmonic networks while maintaining the networks’
performance. EH-Nets are mainly constructed by two proposed
filters, including C-DCT filter and shared reconstruction filter.
The C-DCT filters are generated by integrating the nearest
DCT filters to retrieve the rich spectrum features. The shared
reconstruction filters are stacked with selected meta-filters.
Since the number of meta-filters is much smaller than that
of traditional fusing filters in traditional harmonic networks,
this can significantly reduce the model size of networks.
Furthermore, in order to reduce the computation complexity,
the meta-filters can be dropped in some frequency branches.
In the calculation process, the meta-filters are performed in
every frequency branch to share the computations. Through
the dropping strategy and sharing computations of meta-filters,
the computation complexity can be greatly reduced in the net-
works. Experiment results proved that the proposed EH-Nets
can effectively reduce the model size and computation FLOPs
of various networks with a regular width while preserving
performance well on extensive datasets.
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