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I-DACS: Always Maintaining Consistency Between
Poses and the Field for Radiance Field
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Abstract— The radiance field, emerging as a novel 3D scene
representation, has found widespread application across diverse
fields. Standard radiance field construction approaches rely on
the ground-truth poses of key-frames, while building the field
without pose prior remains a formidable challenge. Recent
advancements have made strides in mitigating this challenge,
albeit to a limited extent, by jointly optimizing poses and
the radiance field. However, in these schemes, the consistency
between the radiance field and poses is achieved completely
by training. Once the poses of key-frames undergo changes,
long-term training is required to readjust the field to fit them.
To address such a limitation, we propose a new solution for
radiance field construction without pose prior, namely I-DACS
(Incremental radiance field construction with Direction-Aware
Color Sampling). Diverging from most of the existing global
optimization solutions, we choose to incrementally solve the
poses and construct a radiance field within a sliding-window
framework. The poses are unequivocally retrieved from the
radiance field, devoid of any constraints and accompanying noise
from other observation models, so as to achieve the consistency
of poses to the field. Besides, in the radiance field, the color
information is much higher-frequency and more time-consuming
to learn compared with the density. To accelerate training,
we isolate the color information to a distinct color field, and
construct the color field based on an innovative direction-aware
color sampling strategy, by which the color field can be derived
directly from images without training. The color field obtained in
this way is always consistent with the poses, and intricate details
of training images can be retained to the utmost extent. Extensive
experimental results evidently showcase both the remarkable
training speed and the outstanding performance in rendering
quality and localization accuracy achieved by I-DACS. To make
our results reproducible, the source code has been released at
https://cslinzhang.github.io/I-DACS-MainPage/.
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I. INTRODUCTION

HE synthesis of photo-realistic novel views from a

sequence of RGB frames is a pivotal challenge with
broad applications in various domains [1], [2], [3], such as
virtual/augmented reality [4], [5], [6], video editing [7], [8] and
3D reconstruction [9], [10], [11]. Presently, one mainstream
solution to the challenge involves representing the scene as a
3D model [12], [13] and then synthesizing novel views based
on it. In recent years, the radiance field representation [14]
has garnered considerable attention from researchers, owing
to its exceptional performance and great potential for freely
rendering novel views with great fidelity. Furthermore, it has
gradually found application within industrial sectors.

During training of the radiance field, accurate camera poses
of the training video sequence are imperative. One common
approach to obtain them involves the use of traditional SFM
schemes [15], such as COLMAP [16], [17]. While this consti-
tutes a well-established solution, the associated preprocessing
often proves laborious and may struggle to yield reliable
estimations in scenes lacking textures. By contrast, a more
streamlined and elegant way is to parameterize the poses and
estimate them jointly with the radiance field. Such an idea
does not require the preprocessing step and holds the potential
to recover more consistent poses to the radiance field. Most
of the recent studies [18], [19], [20], [21], [22] follow this
idea. However, the speed and the accuracy of them are still
unsatisfactory due to inherent design limitations, which are
mainly manifested in twofolds:

1) Most of these methods primarily adhere to the
global optimization framework, with limited incor-
poration of sequential trajectory information. Within
such a global mode, a substantial number of parameters
undergo simultaneous adjustments. Consequently, the
system’s convergence often displays oscillatory patterns
and tends to get trapped in local optima.

2) The consistency between the poses and the radiance
field in existing methods is upheld completely by
training. Specifically, when jointly optimizing the poses
and the field, once the poses change, the radiance field
needs to be refitted accordingly to be consistent with the

1051-8215 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Universidade de Macau. Downloaded on March 08,2025 at 06:27:19 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0003-2059-0709
https://orcid.org/0000-0002-4360-5523
https://orcid.org/0009-0002-4983-8931
https://orcid.org/0000-0002-6109-2522
https://orcid.org/0000-0002-4487-6384

ZHANG et al.: I-DACS: ALWAYS MAINTAINING CONSISTENCY BETWEEN POSES AND THE FIELD

Video Sequence
z

pose prior

D-

40 hours

X
Without Pose Prior

Fig. 1.

= @

4 hours

2647

Novel-view Synthesis

E ‘sfﬂmﬂajhw’

&

40 hours 30 minutes

High-quality novel-view synthesis results from our method. Focusing on the radiance field construction without pose prior, our scheme achieves

a superior speed with high-quality novel-view synthesis performance, obviously outperforming other competitors.

current pose state, which inevitably results in significant
time consumption during training.

As an attempt to overcome the limitations of existing
schemes, we propose a novel framework to efficiently con-
struct the radiance field without pose prior, namely I-DACS
(Incremental radiance field construction with Direction-Aware
Color Sampling), which leverages a sliding-window-based
incremental optimization framework seamlessly integrated
with our novel direction-aware color sampling strategy. The
incremental optimization framework can effectively recover
poses consistent with the field, and in turn, the color sam-
pling strategy ensures that the field is highly consistent with
the poses. The superior accuracy and speed performance of
I-DACS are shown in Fig. 1, and our contributions can be
summarized as follows:

1) We propose an incremental sliding-window based opti-
mization strategy to jointly estimate the radiance field
and camera poses, and offer solid derivation to prove
the theoretical equivalence of our strategy to the
global one. Such an incremental strategy can effec-
tively harness the local sequential information of frames
without further introducing constraints from observation
models inconsistent to the radiance field, thereby grad-
ually and steadily constructing the field and recovering
poses.

2) We present a direction-aware color sampling scheme
to represent the color information of the radiance field
as the color field separately. Applying our sampling
scheme, the color field can be built directly from training
images without training and naturally maintains consis-
tency with the poses of key-frames, thereby ensuring fast
convergence in pose-field optimization.

3) We design a new framework for radiance field construc-
tion without pose prior, namely I-DACS. I-DACS is
implemented under our incremental joint optimization
framework and models the density field and the color
field individually. The density field is modeled in the
hash-table form, whereas the higher-frequency color
field is modeled using our direction-aware color sam-
pling scheme, achieving excellent convergence speed

and outstanding novel-view synthesis accuracy. The
architecture of I-DACS is illustrated in Fig. 2.

4) Extensive experimental results corroborate the superior-
ity of I-DACS in both the speed and the accuracy. Com-
pared with existing SOTA schemes, I-DACS exhibits
significant accuracy advantages in both localization and
novel-view synthesis with much faster speed.

II. RELATED WORK

A. 3D Scene Representations

The realm of 3D scene representation, a classic and pivotal
domain, has witnessed the emergence of various solutions over
recent decades. Among these solutions, three primary repre-
sentations stand out: point cloud, voxel-grid, and neural field.
Next, related work about these three kinds of representations
will be introduced one by one.

Point cloud representations depict scenes as a collection
of 3D points, often acquired directly through the scanning
of LiDAR or RGBD cameras. Renowned for their simplicity
and ease of acquisition, point clouds impose no specific
constraints on scene topology and find extensive utility across
diverse tasks such as scene understanding [23], [24], [25] and
reconstruction [26], [27], [28]. However, as a discrete repre-
sentation, point clouds lack explicit connectivity information
among points, resulting in a relatively coarse depiction of both
geometry and textures.

The voxel-grid representation, an extension of 2D pixel
grids, simplifies the portrayal of 3D scenes into discrete
volumetric grids. Occupancy grid [29], [30], [31], TSDF [32],
[33], [34], and ESDF [35], [36], [37] are all prominent
examples of voxel-grid representations widely utilized in
various applications. Despite its regular geometric structure,
voxel-grids necessitate the storage of the entire voxelized
3D scenes, often resulting in considerable storage overhead,
especially for high-resolution grids. Consequently, researchers
have explored integrating structures like octrees [38], [39]
and hash tables [40], [41] with voxel-grid representations to
alleviate the storage load problem.
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The architecture sketch of I-DACS. In I-DACS, the depth maps of an input video sequence are extracted via monocular depth estimation, and

further corrected by trainable correction coefficients. Then all trainable parameters are optimized jointly in an incremental manner. Besides, the radiance field
is divided into two components: the density field and the color field. The density field is represented as a multi-resolution hash-table, while the color field is

derived based on our direction-aware color sampling strategy.

In recent years, the neural field representation [42], [43],
[44] has garnered significant attention for its capability to
generate objects or scenes with arbitrary topologies and infi-
nite resolution. This representation views the 3D scene as a
function that takes the 3D position as input and can output
any necessary values, such as occupancy probabilities, TSDF
values, or radiance values. As the neural field representation
describes the mapping function rather than the attributes of the
scene, it is also referred to as the “implicit representation”.
The neural representation has a descriptive advantage that
traditional point cloud or voxel-grid representations cannot
match, but it usually relies on training to be obtained, which
leads to a relatively slow construction speed.

B. Radiance Field Representations

The radiance field has received widespread attention in
recent years due to its powerful ability and potential to
render photo-realistic novel views. As a milestone work,
Mildenhall et al. proposed NeRF (Neural Radiance Field) [14]
in 2020. In [14], the static scene is modeled as a radiance field,
which is a continuous 5D function that outputs the radiance
emitted in each direction at each point in space. Representing
the radiance field as an MLP (Multi-Layer Perceptron), novel
views can be synthesized based on classical volume rendering
techniques, and such a differentiable rendering process can be
implemented within the modern deep learning frameworks.
A lot of subsequent researches are based on NeRF, and
significant improvements were made in different aspects like
parameterization [45], [46], [47], [48], regularization [49],
[50], [51], supervision [52], [53], [54], [55] and dynamic-
ity [56], [57], [58]. In the standard NeRF representation, the
properties of the radiance field are not explicitly stored, but
implicitly predicted by the neural network. Thus, the represen-
tations in these work are considered as implicit representations.

Different from the aforementioned implicit representations,
there are also many methods choosing to represent the radiance
field in an explicit or hybrid way. Among them, one effective
explicit solution is to store the properties of the radiance
field in voxel-grids. Plenoxel [59] uses the sparse 3D grid
with spherical harmonic to model the radiance field explicitly.
Such a representation can be optimized from calibrated images
via gradient methods and regularization without any neural
components, achieving two orders of magnitude faster training
speed with no loss in visual quality compared with the standard
NeRF representation. In [60], Sun et al. proposed DVGO
that chooses a hybrid grid-neural representation. DVGO stores
radiance field features with a voxel-grid and then decodes the
features using neural networks. Compared with implicit repre-
sentations, the training speeds of radiance fields in voxel-grid
representations are much faster, but such representations also
bring additional storage burdens.

To balance among rendering quality, training speed and
space complexity, many researchers tried to compress the
voxel-grids to more complete representations. In [61],
Chen et al. proposed TensoRF and modeled the radiance field
of a scene as a 4D tensor, which represents a 3D voxel-grid
with per-voxel multi-channel features. After that, the 4D scene
tensor can be decomposed into multiple compact low-rank
tensor components via traditional CP decomposition, which
leads to a significantly lower memory footprint in comparison
to previous grid-based explicit representations of radiance
field. Instant-NGP [62] is another work that effectively solves
the storage problem of voxel-grid representations. In [62],
representing the radiance field, features in the multi-resolution
voxel-grids are maintained and stored as a feature vector,
which can be accessed through the hash encoding on the
space. Besides, an MLP is also used to decode the features
and compensate for the hash conflict problem. To generalize
across scenes, pixelNeRF [63] directly samples deep features
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from images and then sends them to a neural decoder to predict
radiance values. PixelNeRF [63] supports the feature sampling
on multiple images, yet it overlooks the observation directions
of various sampling views, leading to synthesized novel views
that are relatively blurry and exhibit noticeable artifacts.

C. Radiance Field Without Accurate Poses

For the construction of the radiance field, accurate camera
poses are usually indispensable. Current mainstream solutions
to obtain them involve employing SFM [16], [64], [65] or
monocular SLAM methods [66], [67], [68], [69]. While these
methods have reached a level of maturity, they introduce
additional preprocessing steps and increase the overall time
consumption. Moreover, poses are solved from the sparse point
cloud instead of the radiance field, and such inconsistency
may encumber the radiance field from converging to the global
optima.

A more elegant approach to construct the radiance field is to
abandon the pre-processing SFM step, and directly optimize
both poses and the radiance field in a joint manner. As a
pioneering work, BARF [21] formulates poses in Lie algebraic
form [70] and jointly optimizes the field and inaccurate poses
in a coarse-to-fine manner. Apart from poses, NeRFmm [22]
can also optimize the intrinsics of the camera along with
the training evolvement. SC-NeRF [20] further models the
distortion coefficients of the camera as optimizable parameters,
and proposes a geometric consistency loss to force sampled
rays from corresponding pixels on images to be close to each
other. These three joint optimization methods can recover the
radiance field without accurate poses, but they still highly rely
on pose priors and can only adjust camera poses in limited
ranges.

To achieve better universality, some researchers have further
explored the problem of radiance field construction without
pose prior. LocalRF [18] chooses to add frames progressively
to the global optimization pool, and uses multiple local
radiance fields to represent the global one. Thanks to its multi-
field mechanism, LocalRF performs relatively satisfactorily
in large-scale outdoor scenes under stable motion. However,
LocalRF is highly dependent and sensitive to the optical
flow estimation [71], which may introduce constraints that
are inconsistent with the radiance field. Nope-NeRF [19]
introduces the point cloud loss and surface-based photometric
loss to constrain the relative poses of adjacent frames, which
to some extent alleviates the convergence oscillation problem
of global-optimization schemes. GNeRF [72] employs the
generative adversarial network to recover the true distribution
of key-frame poses. CF-NeRF [83] is a camera-parameter-free
framework for the problem of neural radiance construction.
CF-NeRF [83] can recover camera parameters without any
prior during the incremental training, but the frequently con-
ducted global optimization severely limits the efficiency and
the robustness of it.

Except for the aforementioned methods, some NeRF-based
SLAM methods can also build the model of the environment
without pose prior, such as NICE-SLAM [9], NICER-
SLAM [73], Point-SLAM [74] and DIM-SLAM [75]. These
NeRF-based SLAM methods mainly solve the problem of
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simultaneous localization and mapping, focusing more on the
correctness of the mapping geometry rather than rendering
quality. In these methods, the environment is usually modeled
as TSDF maps in which the color information is direction-
independent. Thus, such NeRF-based SLAM methods cannot
achieve satisfactory novel-view synthesis quality. Besides,
some studies [76], [77], [78] are dedicated to the localization
of key-frames from known radiance fields, which motivate
us and lay the theoretical foundation for our incremental
optimization pipeline.

III. INCREMENTAL JOINT OPTIMIZATION FRAMEWORK
A. Radiance Field Preliminaries

When the scene is represented as a radiance field, each
point in the scene has two attributes: volume density and view-
dependent color. Thus, the radiance field can be modeled as a
mapping function,

Fo.x;dl — .c; [; (D

where 2 is the parameter of the field, x and d are the position
and observing direction, respectively, and ¢ and  are the
yielded color and density, respectively. The radiance field can
be represented as an MLP, a voxel-grid or in a hybrid form, etc,
and the representation utilized in I-DACS will be introduced
in detail in Sec. IV.

To render a novel-view , for each pixel p on the image,
aray r.t/ = 0+ td can be cast from the camera origin o to
the space, and the color ¢, of p can be determined by accu-
mulating the color of the field weighted by the corresponding
density along the ray as,

l
cp = T.tl .r.tllc.r.tl;dldz; 2)
In
where t,, and ¢ are the nearest and the farthest distances of the
observation, respectively, and 7.t/ is the accumulated opacity,
which can be given as,
(I

T.t] =exp.—

In

.r.slldsl 3)

It’s worth mentioning that, since the integral function in
continuous form is difficult to solve, c¢j is usually computed
as a discrete approximation.

Currently, the radiance field is mostly constructed via train-
ing. Given a sequence of images |
corresponding camera poses T = {T1;:::; Ty}, a commonly
utilized straightforward way to estimate the parameters of the
radiance field 2 is optimizing 2 to minimize the rendering
loss, which is usually the norm-loss between the rendered
images of the radiance field and the corresponding ground-
truth images. Besides, to achieve satisfactory accuracy and
robustness, except for the RGB rendering loss, the rendering
loss usually also contains other loss terms, such as the depth
loss and the regularization loss.

B. Probabilistic Theoretical Foundation

In the optimization framework of I-DACS, depth supervi-
sion is incorporated to ensure the geometric correctness of
the trained radiance field. Given the original image sequence
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I ={I;:::; IN}, we use the powerful monocular depth esti-
mation framework, namely DPT [79], to extract corresponding

depth maps D =
and the shift of depth maps are unobservable for monocular
depth estimation schemes, following the mainstream solu-
tion, we built an optimizable scale-and-shift sequence C =
{ 15 1577, N, n~) and utilize it to undistort depth maps as,

D= D+ i “)

where D; is the undistorted depth map corresponding to
D;. Finally, the goal of our optimization framework can be
represented as,

2% T*C* =argmax P.2;T ;C|I;D/: 5)

2;T,;C

Existing pose-field joint optimization frameworks are usually
designed under the global mode, wherein parameters including
poses of all frames and the global radiance field are optimized
simultaneously. However, in such a straightforward way, the
optimization often exhibits oscillatory patterns and tends to
get trapped in local optima due to the considerable amount
of optimizable parameters. To harness the full potential of
the sequential information inherent in the camera trajectory,
we opt to depart from the global mode and, instead, establish
an incremental framework.

The process of the incremental optimization can be roughly
divided into N stages. In the K;, stage of the incremental
optimization, we aim to estimate the radiance field, camera
poses and depth maps corresponding to the first K frames in
the sequence, while the latter N — K frames won’t be con-
sidered. We use P.x to represent the corresponding posterior
distribution in stage K given in Eq. 5 as,

Prx = P.21.k;T 1.k;Crx|Vi.k; Dik/; (6)

where the subscript 1 : K represents the first K elements in
the set. It’s worth mentioning that, 21.x is a set of K radiance
fields consisting of 2 to 2, and 2k is the radiance field
parameters trained with the first K frames in the sequence.
Though we only require the final radiance field, history fields
are also incorporated here to ensure the rigor of theoretical
derivation. Further, we have,

ﬁl:KO(ﬁl:Kfl'ﬁKp'ﬁlQ
PP =P.2k;Tg;Cx|21.k-1;T 1:6-1;Cr.x—1/
Pl = P .Ix; Dg|2k; Tk; Ck/; (7N

where Ck is a two-dimensional vector composed of x and
k- Assuming the history state of 2, T and C are accurate,
the optimization goal in stage K can be given as,
2%: Ty; Cy = argmax Plx_q - f’[‘? . 15;(
2k TkiCk
= argmax Pl - Pk: (8)
2k;Tk;Ck
From Egs. 6 ~ 8, the global posterior of the whole sequence
in Eq. 5 can be finally obtained and maximized recursively.
Our derivation corroborates that our incremental optimization
mode are theoretically equivalent to the global mode under
proper approximations, while the variable amount that needs
to be jointly optimized has been greatly reduced, implying the
potential for faster and more stable training.
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C. Motivation of Loss Design

To offer guidance to the loss function design, further refor-
mulations on P,"(’ and P[l( in Eq. 8 are necessary. Specifically,
based on valid conditional independent assumptions, P}(7 can
be decomposed as,

Pl =pL.pS .- P2

Pg =P.Tg|215-1;T 1:k—1;Crx—1/ = P.Tg|T 151/

P =P .Ck|21:k-1;T 1:k-1;Crk—1/ = P .Ck|Cr.x—1/

P2 =P.2¢|121k-1;T 1:.k-1;Cr.k 1/ : )
Among three terms in Eq. 9, 2k is conditioned on 2.5 in
PI?, while the scheme of directly constraining the parameters
of the current radiance field and history ones is quite hard to be
designed. In fact, the history radiance fields can be considered

as a compressed representation of all utilized training images

and depth maps. Thus, we have,
P2~ P.2k N 1k_1;D1x-1; T 1:k—1;Crx—1/:  (10)

As we have assumed that history state is accurate, and I 1.x
and Dy.x_; are irrelevant to the current state T g and Cg,
Eq. 10 can be further reformulated as,
PZ~ P .2k 1.k-1; D11/
o P.lg—1;D1k-112k/

=P.V1k-1;D1k-112k; Tk; Ck/: (1)
Finally, the product of 15,1; and 13}( can be given as,
Pr.BL—  BL.PC.P2.PL—Pr P (12)
where f’,’;‘ is given as,
Pr = PL.PS=P.TgT .x/P.Ck|Cix/; (13)
and f’l‘é is given as,
Py =PZ2-P.=P.11x_1;D1.k112k; Tk; Cx/
P Ik_1;Dk—112k;Tk; Ck/
=P.11k;D1k|2k; Tk; Ck/: (14)

Since we mainly focus on the update of the local information
of the radiance field in each stage of the incremental optimiza-
tion, we only utilize frames in a local sliding window with
size W instead of all frames. Thus, 151‘; can be reformulated

as,
Po~ P Mg _wi;Drx_wil|2k;Tg; Ckl: (15)

Besides, the rendering of RGB images and depth maps can
also be considered as conditionally independent to each other,
and Pl‘é can be further decomposed as,

=7 7

Pg =P .V k_wik|2k;Tk; Cx/

ﬁl‘é =P .Dx_wkl2k:Tk;Ck/:

Finally, by merging Eq. 9 ~ 16, we have,
Y- By~ By P - P

Py = P.Tx|T 1.x/P.Ck|Cy.x/
Pe =P Mg wkl2k;Tk; Cx/
f’l‘é =P .Dx_wkl2k:Tk;Ck/:

(16)

a7
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Defining Px = PP - Pk, the goal of stage K of the
incremental optimization is to maximize Pk as given in Eq. 8,
and the loss function is designed according to the principle that
maximizing the distribution Px equals to minimizing the loss
function. Thus, the goal of the stage-K optimization can be
summarized as,

;; >51<<;C>51<< — argmin Ln[gotion_,’_LcIé)lor +L011<€l7fh;
2k;T kiCk

(18)

where the motion loss L’};"””", the color loss L%’l"’ and the

depth

depth loss L " correspond to P, f’lc( and ﬁl‘g, respectively.

D. Loss Function

In this subsection, we define the three loss terms given in
Eq. 18 in detail one by one. For the motion loss, we constrain
pose Tx with the constant velocity motion model, while
the depth correction parameters Cg are constrained with the
constant value model. Thus, the motion loss is given as,

m-1Tk; Tk llo + ICk—1; Ck |l
Tk = TK—1T§12TK—1;

Lr[r(tption —
(19)

where , is the motion loss weight, [|*|| represents the smooth
l1-loss, and ||T k; Tk | o can be given as,

— —T —T _
ITk; Tk llo = 1Q-Rx Rx/; Qrll + IR .tx — tk/l; (20)

where Rx (Rk) and tx (fx) are the rotation matrix and
the translation vector of Tx (T k), respectively, Q.x/ is the
quaternion representation of the inner rotation matrix, and
Qg is the vector representation of the identity quaternion,
which can be given as Q7 = [1;0; O;O]T.

For the color loss L‘,}’l”’ , we straightforwardly use the
smooth /;-loss between the rendered images and associated
training ones in the local sliding window. The depth loss
L’;{"p th is similar to the color loss in form. However, directly
computing the norm-loss between the rendered depth maps
and training ones brings an overfitting to the deep background
regions. Thus, for the depth loss, we use a combination of
the depth norm distance and the inverse depth norm distance,
which can be given as,

depth f:lr) g 4 .
Ly = 4 D Dill + 111=D;*"*; 1=D; |I/;
i=K—W
2D

where DY end and D; are the rendered depth map and the
corresponding ground-truth, respectively, and ; is the weight
of the depth loss. In I-DACS, 4 is determined in an adaptive
way, which is set to the ratio between the sum of RGB
values of sampled pixels on the training image and the sum
of corresponding depth values.

E. Framework Implementations

In the optimization process of I-DACS, we first set the
local sliding window to the beginning of the sequence, and
jointly optimize poses, depth correction coefficients and the
radiance field of the first W frames for N; iterations, finally
completing system initialization. After that, we incrementally

2651

estimate the trainable parameters of subsequent frames, and
gradually construct the radiance field meanwhile. The frame
rate of the sequence is downsampled to define key-frames.
For a new frame, the radiance field is first considered to
be the same as the previous state and thus fixed during
the optimization, and only the pose of the current frame is
adjusted for Nj iterations. The pose is completely solved from
the radiance field thus it is highly consistent with the field.
If such a frame is a key-frame, we further jointly optimize
poses, depth correction coefficients, and the radiance field as
given in Eq. 18 for additional Nj iterations. Besides, a global
optimization of 2N; iterations is conducted every sixteen
frames, which jointly updates the poses and depth correction
coefficients of all passed frames and the radiance field, in order
to solve the history-forgetting problem of the radiance field.
After the incremental optimization of all frames is completed,
10N iterations of the global optimization are conducted for
the final fine-tuning.

F. Initialization for Fast Motion Sequences

The standard initialization process outlined in Sec. II-E
proves effective in most scenarios. However, for fast-motion
or low-frame-rate sequences, such as those encountered in
the Scannet dataset [80] which we utilized for evaluating our
I-DACS and other competing methods, it does not work well.
In such instances, we integrate the RAFT optical flow [71] into
the initial phase to mitigate overfitting, as was done in [18].
Subsequently, our motion prior mechanism can operate nor-
mally, rendering the optical flow unnecessary. As the optical
flow is exclusively employed in the initial 0:5N; iterations
of the initialization phase, its influence on the consistency
between poses and the radiance field in [-DACS is quite
negligible.

IV. DIRECTION-AWARE SAMPLING BASED COLOR FIELD
A. Radiance Field Representation in I-DACS

Obviously, whether in I-DACS or other pose-field joint
optimization schemes, poses of key-frames change frequently
along with the training evolvement, which is quite different
from the standard radiance field construction process. In tra-
ditional radiance field representations, poses of key-frames are
incorporated into the system only by loss functions, or in other
words, such representations rely solely on training to keep
the consistency of the radiance field to poses. Once the poses
change, training is required to readjust the radiance field to
the corresponding consistent state, which is undoubtedly time-
consuming.

To provide a more intuitive demonstration of the differing
training difficulties between the color field and the density
field, we conducted radiance field training for 2,000 iterations
using data from the Scannet dataset [80]. We recorded the
color loss and depth loss in /;-norm throughout the training
process. The results of a typical example sequence are depicted
in Fig. 3. From the figure, it is evident that the convergence
of depth loss occurs much more swiftly compared to color
loss, thereby supporting our idea that learning the color field
presents a significantly greater difficulty than learning the
density field. In view of this, in I-DACS, we divide the
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Fig. 3.  The illustration of the color loss and depth loss along with
the training evolvement of the radiance field. To make the comparison
more intuitive, both the color loss and depth loss are transformed into the
logarithmic domain and scaled by their initial and final values, respectively.

radiance field to two separate fields, the density field and the
color field, and design them individually as,

Fo,.x/ — Fec.x;dl — c; (22)

where Fo, and Fc are the density field and the color field,
respectively, and 2p consists of the trainable parameters of
the density field. It’s worth mentioning that our color field
can be obtained directly from the images, depth-maps and
poses of key-frames without training, thus no trainable param-
eters are required. For Fo,, motivated by [62], we utilize
a multi-resolution hash-table representation followed by a
two-layer MLP. As a relatively mature solution, it won’t be
discussed in detail here. Instead, we focus on introducing the
representation of F¢, which is modeled using our proposed
direction-aware sampling strategy.

B. Sampling Based Color Field

For a frame F” to be rendered, the key-frame closest
to it in physical distance and W, frames before and after
(totally 2W; 41 frames) are taken as reference frames. Noting

il FerS }, these frames can
directly span the color field corresponding to the rendering
frame according to their images and poses. Specifically, for
a 3D point P at x” with observation direction d”, the

corresponding color ¢ can be represented as,
¥
"= w.adl;dlr-cf;
i=0

(23)

where W .x/ is our adaptive weight function, ciP is the sampled
color of P on frame F;, and diP is the corresponding sampling
direction. For dl.P , it is just the direction from P to the camera
origin of frame F/, which can be given as,

P r
P XL

e —t 24
N Py A @9
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where ¢ is the translation vector of pose T of frame F;.
To obtain cl.P , we can project P on F; and further sample the

corresponding RGB values as,

¢ =1 .pFl=1" KT x"/, (25)

where I is the RGB image of F/, and K is the intrinsic matrix
of the camera. In Eq. 25, the conversion from a homogeneous
coordinate to a non-homogeneous one is ignored. It’s worth
mentioning that, in such a sampling operation, the bilinear
interpolation is utilized and such an interpolation process
guarantees the gradient backward of the loss. Next, we will
introduce the definition of the adaptive weight W.x/ in Eq. 23
in detail.

C. Direction-Aware Sampling Weight

In I-DACS, the weight of ciP is determined adaptively
mainly according to the observed direction d” and the sam-
pling direction d”, which can be given as,

w.dt;df'1=cl.of; (26)

where CiP is the direction weight to measure the consistency
between the observation direction and the sampling one, and
in is the occlusion decay ratio to reduce the weight of the
sampling color in occluded regions. CiP is defined based on
the cosine distance and can be given as,

1
c0s<dP;diP > 4

clf = ; 27)
where cos < * > represents the cosine distance and =
le — 5 is used to prevent dividing by zero. CI.P offers a
smooth direction-aware interpolation among all sampled RGB
values. However, sometimes the sampled color ciP is not the
true observation of P due to occlusion. Only using such an
interpolation may cause obvious artifacts in rendered views.
Thus, we also introduce the occlusion decay ratio OilD , which
can be given as,

Dsap

P_ % 2
Oi D8 + Relu.D{*¢ — Dser[” (28)
where D¢ is the ratio of the sampling distance exceeding the
corresponding estimated depth, and D#%? is a hyper-parameter
that ensures a certain degree of tolerance of the decay strategy
to inaccuracies in depth estimations and poses. D{*“ is given
as,

Ix? — ¢\l — Di.plt

D¢ = i
! Di plP/

; (29)

where D; is the undistorted depth estimation, and pl.P is the
projection of P on frame F.

Our color sampling scheme leverages RGB images and
poses to directly span the local color field according to both
observed directions and sampling ones without the need for
explicit training, which provides robust support for novel-view
synthesis while minimizing the occurrence of noticeable blur-
ring and artifacts. The poses are elegantly modeled also in the
color field representation instead of only in loss functions. That
means once the poses change during training, the color field
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can naturally adapt to be consistent with their current state,
and only the density field needs to be readjusted, bringing the
excellent training speed of I-DACS.

Actually, our sampling-based color field is somewhat similar
to the idea in NeuralWarp [82]. Specifically, both Neural-
Warp [82] and I-DACS utilize the accurate and high-frequency
information sampled from the training images, choose to
describe the geometry information and the color information
in two separate fields, and handle the occlusion problems in
sampling. However, there are also many differences between
these two methods:

1) NeuralWarp [82] and I-DACS focus on different prob-
lems. NeuralWarp [82] focuses on generating the mesh
of the scene. For comparison, I-DACS focuses on the
task of novel-view synthesis.

2) NeuralWarp [82] and I-DACS have different motivations
for using sampled colors to guide the training. The moti-
vation of NeuralWarp [82] to sample color information
from training images is to utilize the high-frequency
color information to gain better geometric structure,
while in our I-DACS, we further use the color sampling
mechanism to keep the consistency between the radiance
field and poses.

3) NeuralWarp [82] and I-DACS choose different repre-
sentations to model the scene. NeuralWarp [82] chooses
the SDF representation, in which color is irrelevant
to the observation direction. Thus, NeuralWarp [82]
samples color from a single frame. For comparison,
our [-DACS selects a direction-aware color sampling
strategy, in which the color information is sampled from
multiple frames and then fused with direction-based
smooth interpolation.

4) NeuralWarp [82] and I-DACS handle occlusion prob-
lems in different ways. NeuralWarp [82] handles the
occlusion problem mainly by the density output of
the network. For comparison, since in I-DACS the
monocular depth estimation is adopted to offer depth
supervision, we handle the occlusion problem by
scale-corrected depth maps, which is a more efficient
way.

D. Training Details of the Color Field

As aforementioned, in I-DACS, the radiance field is decom-
posed into two parts, the density field and the color field. The
density field is modeled using the hash-table representation,
while the color field is based on our proposed direction-aware
color sampling strategy. During the rendering process in the
testing phase, color information is sampled from reference
frames, including the nearest frame to the rendering pose and
multiple frames within a local sampling window. However,
in the training phase, if the supervision frame is a key-frame,
this strategy would predominantly sample color information
from the frame itself, potentially hindering training conver-
gence. To address this issue, the supervision frame itself is
excluded as a reference frame in such cases. Additionally,
to bolster long-term data associations, older frames are incor-
porated into the sampling process during training. Specifically,
aside from the reference frames within the sampling window,
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one frame is randomly selected from each of the three pre-
ceding subsequences: 5-10 frames, 10-15 frames, and 15-30
frames prior to the current frame.

V. EXPERIMENTAL RESULTS
A. Experimental Setup

1) Dataset: To guarantee the rationality of the comparison,
we followed the experimental settings in [19] and conducted
experiments on two real-world datasets, Tanks and Tem-
ples [81] and Scannet [80]. For Tanks and Temples, eight
sequences were selected, including three indoor sequences and
five outdoor sequences. The image resolution was downsam-
pled to 960 x 540, which is half of the original resolution.
In each sequence, 1=8 of the images were chosen to construct
the test set, while the remaining images were used for training.
As for Scannet dataset, four sequences were utilized, each
with consecutive 80-100 frames, and also 1=8 of the frames
were selected to build the test set. The images were also
downsampled to half of the original resolution, 648 x 484.
It is worth noting that there are dark regions on the bound-
aries of the images in Scannet, thus fifteen pixels on the
boundaries were cropped off before the downsample. Except
for the aforementioned two real-world dataset, we also use a
synthetic dataset for evaluation, Replica [84]. For Replica, four
sequences were chosen, each with consecutive 100 frames.

2) Implementation Details: For the implementation of our
incremental joint optimization framework, the motion loss
weight , was set to le — 3, the local sliding window
size W was adaptively set to 4W, + 1 to cover the sampling
window and guarantee a satisfactory fitting for the local
information of the color field, the initialization lasted for
N; = 1200 iterations, and the optimization for each frame
lasted for Ny = 100 iterations. In each iteration of the training
process, 2048 rays are selected randomly and no more than
128 points are sampled on each ray. As for our radiance field
implementations, on the aspect of the density field, similar
to [62], a 16-level multi-resolution hash-table representation
was utilized and in each level the feature dimension was 2.
Hash features were concatenated to a 32-dimension vector
and then fed to a two-layer MLP with 64 hidden neurons
to predict the density. On the aspect of the color field, the
half-size W; of the sampling window was set to 1, which is
enough to achieve high-quality novel view synthesis. Besides,
the tolerance parameter D87 was set to 0:2.

I-DACS was implemented using Python with PyTorch. All
experiments were conducted on a workstation equipped with
an Intel Xeon(R) CPU E5-2678 V3 processor and a TITAN
RTX GPU.

B. Qualitative Experiments

1) Traits of Methods: As shown in Table I, we compared the
SOTA and representative competitors in this field, including
BARF [21], SC-NeRF [20], NeRFmm [22], GNeRF [72],
Nope-NeRF [19], LocalRF [18] and CF-NeRF [83], and also
our proposed I-DACS to demonstrate their characteristics
more clearly in four aspects, including: 1) Which type of
optimization strategy is utilized (Str)? 2) How to guarantee
the consistency between the color field and poses (Con)? 3-4)
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Fig. 4. Typical samples of the novel-view synthesis results of compared methods. In each group of data, the full synthesized views are shown on the
top and the enlarged local ROIs are on the bottom. The results of the top two scenes are from the tanks and temples dataset [81], and the bottom one is from

the Scannet dataset [80].

TABLE I
QUALITATIVE COMPARISON WITH RELATED METHODS

Method Str Con Iter Time
BAREF [21] Global Training 200K 5 hours
SC-NeRF [20] Global Training M 40 hours
NeRFmm [22] Global Training M 20 hours
GNeRF [72] Global Training 1.2M 30 hours
Nope-NeRF [19] Global Training IM 40 hours
LocalRF [18] Incremental Training 150K 4 hours
CF-NeRF [83] Incremental Training 180K 8 hours
I-DACS Incremental Naturally 18K 30 minutes

How many iterations (Iter) and time (Time) are required to
complete the training of a sequence including one hundred
frames? From Table I, it is evident that our I-DACS can
jointly optimize poses and the radiance field in an incre-
mental manner. Besides, I-DACS achieves natural consistency
between the color field and poses, implying the potential
for enhanced efficiency in tasks involving joint pose-field
estimation. This is further supported by the training iteration
number and the time consumption. Specifically, compared
with the current SOTA, Nope-NeRF [19] and LocalRF [18],
I-DACS achieves an about 60-times and 8-times faster speed,
respectively. Noticing that since the performance of some of
the competitors [20], [21], [22], [72] are similar and relatively
unsatisfactory, we only choose one representative [20] among
them and also SOTA schemes [18], [19], [83] as baselines in
subsequent comparative experiments.

2) Novel-View Synthesis: So as to show the performance
in novel-view synthesis of our [-DACS and other compared
schemes more clearly, we trained all these models under the
settings introduced in Sec. V-A. Subsequently, novel views
were rendered and some representative samples are shown in
Fig. 4. From Fig. 4, it can be seen that, thanks to our color

sampling mechanism, our I-DACS can best preserve image
details. Besides, our incremental optimization strategy offered
accurate poses consistent with the field, thereby minimizing
blurring and artifacts in the synthesized results.

3) Optimization Process of Poses: To illustrate the fast and
steady convergence of our incremental optimization strategy
in I-DACS, we plot some typical samples of the trajectories
along with the training evolvement in Fig. 5. Besides, the
corresponding results of Nope-NeRF [19], which is the only
scheme that can achieve somewhat comparable localization
performance to I-DACS (please refer to Sec. V-C), are also
offered for reference. From Fig. 5, it can be seen that in
our I-DACS, the training of poses converges much faster and
more stable compared with Nope-NeRF [19], corroborating
the outstanding efficiency and accuracy of our I-DACS in
localization qualitatively.

4) Depth Rendering Quality: Compared with existing radi-
ance field representations, in our I-DACS the direction-aware
sampling strategy offers higher-frequency color information
and also benefits the fitting of the density field. Thus, I-DACS
can show superior performance in recovering the geometric
structure of the scene. To qualitatively support our analysis,
we offer some typical samples of the rendered depth maps of
compared methods on the Scannet dataset [80] in Fig. 6. From
Fig. 6, it can be seen that, among all competitors, LocalRF [18]
performs quite terribly on geometry in the indoor environ-
ment since it highly relies on the optical flow estimation
and chooses a relative inverse depth supervision mecha-
nism. SC-NeRF [20] and CF-NeRF [83] do not utilize depth
supervision, thus they also performs unsatisfactorily. Nope-
NeRF [19] and our I-DACS can recover relatively accurate
geometric structures of the scene, while compared with Nope-
NeRF, our I-DACS performs obviously better in describing
details.
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TABLE I

PERFORMANCE ON NOVEL-VIEW SYNTHESIS OF COMPARED JOINT OPTIMIZATION SCHEMES
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Scenes SC-NeRF [20] LocalRF [18] CF-NeRF [83] Nope-NeRF [19] I-DACS
PSNRT SSIMf LPIPS| PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM  LPIPS
007900 3133 082 046 2966 0.80 038 2495 076 055 3478 088 021
T 030100 2905 075 043 2606 079 049 2983 077 036 3210 082 023
S 041800 3257  0.90 040  31.17 2746 079 048 0.79 034 3210 082 021
& 043100 3277 090 041 2823 086 029 2475 082 047 3419 094 015
Mean 3060 0.8l 041 2984  0.82 2581 079 050 0.38 3300 087 020
Church 2196  0.60 053 2237 0.8 2223 060 051 27.67 088  0.14
8 Barn 2326 0.62 0.51 2460 0.64 050 2635 0.69 044 3175 091  0.12
£  Museum 2494  0.69 045 2443 032 2093 053 057 3078 092 013
€  Family 2260 0.3 051 2360 064 052 2601 074 041 3196 095  0.08
2 Horse 2523 076 037  27.55 2427 078 040 0.84 026 3185 095 0.8
S Balloom  22.64 0.6l 048  23.02 1941 042 057 0.72 038 3059 094  0.07
< Francis 2646 073 0.49 2707 073 048 2948 0.80 038 3343 092 0.5
€  Ignatius  23.00 055 0.53 2030 043 064 2396 0.61 047 2893 091  0.11
Mean 2376 0.65 048  26.01 2280 060 052 0.74 039 3087 092 0.1
130Rjters 2) Localization Accuracy: The localization accuracy of
compared methods was evaluated by three metrics, the abso-
lute trajectory error ATE, the relative translation error RPE;
and the relative rotation error RPE,. Experimental results are
offered in Table III. In the table, the unit of ATE and RPE; are
both meters, and RPE, is in unit of degrees. Noting that the
values of RPE; are all multiplied by 100 for better comparison.
Table III shows that I-DACS performs best in the localization
1901 | accuracy among all counterparts, and only Nope-NeRF [19]
Nope-NeRF L-DACS 0K iters manages to achieve comparable performance on the Tanks and
(a) Ballroom [82] Temples dataset [81]. Since the speed performance of I-DACS
overwhelmingly outperforms other methods (about 80 times
150K iters faster than Nope-NeRF [19]), we can say that our I-DACS
shows SOTA localization performance, excelling in both speed
and accuracy.

3) Performance on Synthetic Dataset: For a more com-
prehensive evaluation, we also conducted quantitative experi-
ments on the synthetic dataset, Replica [84]. Two representa-
tive competitors, CF-NeRF [83] and Nope-NeRF [19], and also
our I-DACS were evaluated. Quantitative evaluation results

[ were summarized in Table IV. From the results, it can be
Nope-NeRF I-DACS 0K iters seen that our I-DACS shows an overwhelming performance

(b) Scene_0431 [81]

Fig. 5. Illustrations of the trajectories along with the evolvement of
training. The trajectories corresponding to different iterations are plotted in
different colors.

C. Quantitative Experiments

1) Novel-View Synthesis Performance: Under the experi-
mental settings introduced in Sec. V-A, we trained the models
of both our I-DACS and other three typical competitors, and
evaluated the quality of the synthesized novel views quanti-
tatively. Three metrics, including PSNR, SSIM and LPIPS,
were utilized, and the backbone network of the LPIPS metric
is the VGG network. Experimental results are summarized
in Table II. The experimental results unequivocally demon-
strate the remarkable performance advantages exhibited by our
I-DACS, corroborating the superiority of our direction-aware
sampling strategy in describing intricate image details and the
outstanding novel-view synthesis accuracy of I-DACS.

advantage in both localization accuracy and rendering quality.
4) Depth Rendering Performance: To evaluate the geomet-
ric accuracy of I-DACS and its competitors, we conducted
quantitative experiments for depth rendering on Scannet [80]
dataset. Seven commonly utilized metrics were chosen to
evaluate the accuracy of the yielded depth maps, including
Abs Rel, Sq Rel, RMSE, 1, > and 3. Relevant experimental
results were summarized in Table V. From Table V, it can
be seen that our I-DACS performs obviously better than all
competitors, corroborating its superior geometric accuracy.
5) Window Size Analysis: To determine the half window
size Wy in color sampling, we evaluated the performance
of I-DACS on Scannet dataset [80] under different Wy’s
settings. The evaluation was conducted mainly in two aspects:
rendering quality and rendering speed. The rendering quality
was measured by the average PSNR, while the rendering speed
was measured by the average time cost for a single time
forward propagation in I-DACS. Relevant experimental results
were summarized in Fig. 7. From the experimental results,
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(d) Nope-NeRF [19] (e) I-DACS (f) Ground Truth

Typical depth rendering results on the Scannet dataset [80] of compared methods. The upper group of the rendered depth maps are from

TABLE III
LOCALIZATION ACCURACY IN BOTH ATE AND RPE OF COMPARED JOINT OPTIMIZATION SCHEMES

Scenes SC-NeRF [20] LocalRF [18] CF-NeRF [83] Nope-NeRF [19] I-DACS
ATE| RPE;] RPE.| ATE RPE; RPE, ATE RPE; RPE, ATE RPE; RPE, ATE RPE; RPE,
0079_00  0.115 2.064 0.664 0.100 1.122 0457 0.029 0421 0.582 0.752 0.019 0.179
3;) 0301_00  0.056 1.133 0.422 0.068 0.694 0322 0038 0.632 0319 0.013 0.399 0.123
S 0418_.00 0.016 1.528 0.502 0.020 0.147  0.045 0.609 0.306 0.455 0.013  0.367  0.100
% 0431.00 0.205 4.110 0.499 0.099 1.222 0391 0.077 0.443 1.625 0.034 0.804 0.166
Mean 0.098 2.209 0.522 0.072  0.859 0329 0.047 0.413 0.808 0.021  0.548 0.144
Church 0.108 0.836 0.187 0.039 0324 0.137 0018 0.053  0.052 0.034  0.008 0.006
3 Barn 0.157 1.317 0.429 0.013  0.067 0.054 0.016 0.08 0.152 0.004 0.046 0.021
g‘ Museum  0.316 8.339 1.491 0.021  0.221 0308 0.021 0.585 0.280 0.017  0.179 0.170
& Family 0.142 1.171 0.499 0.003  0.055 0017 0018 0.074 0.123  0.001 0.001  0.046  0.008
2 Horse 0.019 1.366 0.438 0.189  0.034 0.011 0277 0216 0.179  0.017  0.002
S Ballroom 0.012 0.328 0.146 0.020 0.246 0.086 0.017 0.637 0.314 0.041 0.001 0.016
& Francis 0.192 1.233 0.483 0.003 0.048 0.028 0.104 0213 0.057  0.009 0.045
£ Ignatius 0.085 0.533 0.240 0.007  0.067 0.029 0.042 0.349 0.328 0.002 0.026  0.005
Mean 0.129 1.890 0.489 0.014 0.152 0.089 0.021 0.271 0.210 0.080 0.005 0.036
TABLE IV TABLE VI

LOCALIZATION ACCURACY AND RENDERING QUALITY
OF COMPARED METHODS ON REPLICA DATASET

EVALUATION ON THE DESIGN VALIDNESS OF SEPARATE
COLOR FIELD AND DENSITY FIELD IN I-DACS

Loc NVS
ATE| RPE;| RPE,.| PSNRT SSIMT LPIPS|
CF-NeRF [83] 0.371 27.51 0.84 0.40
Nope-NeRF [19]  0.077 0.954
I-DACS 0.012 0.167 0.036 37.66 0.97 0.12
TABLE V
THE ACCURACY OF DEPTH RENDERING OF COMPARED
METHODS ON SCANNET DATASET
Abs Rel| SqRell RMSE| RMSElogl o171 oot o3t
SC-NeRF 0.417 0.642 1.079 0.476 0362  0.658 0.832
LocalRF 1.023 1.115 1.378 3.547 0.183  0.388 0.577
CF-NeRF 0.389 0.299 0.851 0.317 0.562 0.833  0.968
Nope-NeRF
I-DACS 0.098 0.090 0.151 0.144 0.925 0984 0.996

it can be clearly seen that when W is within 1-3, the rendering
performance of I-DACS is similarly satisfactory, while larger
W, settings bring more time cost for rendering. One important
reason for this phenomenon may be that the frames far from
the rendering view contribute little to the color field and may
even make the occlusion problem more serious. Thus, in our
implementations, we just set Wy to 1.

6) Validness of the Radiance Field Representation: As
aforementioned, in our I-DACS, the radiance field is divided

Loc NVS
ATE] RPE;| RPE,] PSNRT SSIMt LPIPS|
NS-DACS  0.026 0.652 0.153 30.13 0.82 0.33
I-DACS 0.021 0.548 0.144 33.29 0.87 0.20

time cost of forward propagation

0 1 4 5 [ 1 2 3 4 H

2 3
half window size half window size

(a) Rendering quality (b) Rendering time cost

Fig. 7. The rendering quality and rendering speed of I-DACS under
different settings of the half window size W;. The rendering quality
measured by PNSR is plotted in (a) and the rendering speed measured by
the average forward-propagation time cost is plotted in (b).

into two separate fields, the density field and the color field,
and the color field is modeled by our proposed direction-aware
color sampling strategy. To corroborate the validness of our
utilized radiance field representation, we further compared
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TABLE VII

PERFORMANCE ON NOVEL-VIEW SYNTHESIS OF COMPARED
NERF-BASED SLAM METHODS AND OUR I-DACS

Method Scene PSNRT SSIMT  LPIPS|
0079_00 24.44 0.67 0.58
0301_00 23.02 0.62 0.51
NICER-SLAM [73] 0418_00 25.18 0.61 0.51
0431_00 20.92 0.66 0.55
Mean 23.39 0.64 0.54
0079_00 26.01 0.71 0.46
0301_00 25.01 0.69 0.42
DIM-SLAM [75] 0418_00 26.26 0.66 0.39
0431_00 21.65 0.74 0.46
Mean 24.73 0.70 0.43
0079_00 34.78 0.88 0.21
0301_00 32.10 0.82 0.23
I-DACS 0418_00 32.10 0.82 0.21
0431_00 34.19 0.94 0.15
Mean 33.00 0.87 0.20

the performance of I-DACS with a variant baseline, NS-
DACS. In NS-DACS, the radiance field is represented as a
general hash-table. The quantitative evaluation was conducted
on Scannet dataset [80], and the performance of [-DACS
and NS-DACS in both localization accuracy and rendering
quality were evaluated. It’s worth mentioning that, without
the sampling-based color field representation, NS-DACS took
about three times longer training time to converge com-
pared with I-DACS. Relevant experimental results are given
in Table VI. From Table VI, it can be seen that I-DACS
performs obviously better than NS-DACS in both localization
and rendering, strongly corroborating the effectiveness of our
currently utilized radiance field representation.

7) Comparison With NeRF-Based SLAM: Existing NeRF-
based SLAM methods can also model the scene without
pose prior under the radiance field framework. However,
as aforementioned, in these methods, the environment is
usually modeled as TSDF maps in which the color infor-
mation is direction-independent. Compared with the radiance
field representations, such TSDF representations are more
lightweight and can provide better support to the mesh expor-
tation task, but they cannot achieve satisfactory novel-view
synthesis quality. To verify our analysis, we evaluated the
novel-view synthesis performance of our I-DACS and two
typical monocular NeRF-based SLAM methods, including
NICER-SLAM [73] and DIM-SLAM [75]. The quantita-
tive evaluation results are summarized in Table VII. From
Table VII, it can be obviously seen that the rendering quality
of these NeRF-based SLAM methods is actually incomparable
to our I-DACS.

D. Ablation Studies

The performance of our I-DACS was evaluated mianly
in twofolds: the novel-view synthesis and the localization.
To verify the superior performance of module configurations
in I-DACS currently employed, we compared I-DACS with
other five baseline variants on the Scannet dataset [80], which
were: 1) ND-DACS: Training without the depth supervision;
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TABLE VIII

ABLATION STUDY OF I-DACS IN BOTH NOVEL-VIEW SYNTHESIS
(NVS) AND LOCALIZATION (LOC) ON SCANNET DATASET

Loc NVS
ATE] RPE;J] RPE,| PSNRT SSIM{ LPIPS|
ND-DACS  0.030 0.627 0.176 32.96 0.87 0.21
NP-DACS  0.060 0.981 0.239 31.42 0.85 0.23
NI-DACS 0.026 0.602 0.160 31.20 0.86 0.22
NO-DACS  0.023 0.604 0.160 3241 0.86 0.21
NL-DACS  0.030 0.574 0.158 33.27 0.86 0.20
I-DACS 0.021 0.548 0.144 33.29 0.87 0.20

Fig. 8. Typical rendering results of compared baseline variants and
I-DACS. From top to bottom, the rendering results of NI-DACS, NO-DACS
and I-DACS are offered, respectively. In each group of data, the synthesized
image is given on the left and local enlarged ROIs are given on the right.

2) NP-DACS: Training without the pose prior guidance;
3) NI-DACS: The direction-aware interpolation was sub-
stituted by a simple averaging; 4) NO-DACS: The occlu-
sion decay mechanism was deactivated; 5) NL-DACS: The
long-term data association of the color field (introduced in
Sec. IV-D) was deactivated. Detailed quantitative experimental
results are summarized in Table VIII. From the results, it can
be seen that [-DACS outperforms all other variants in terms of
both novel-view synthesis and localization, implying that our
design is crucial in guaranteeing the performance of I-DACS.
Next, to show the performance gain brought by each module
more intuitively, we further analyze them in detail with the
help of qualitative evaluation results.

1) Rendering Quality: Among all variants, NI-DACS and
NO-DACS were used to evaluate the effectiveness of our
direction-aware interpolation strategy and occlusion decay
mechanism, respectively. These two mechanisms are utilized
to directly generate the color field from training images and
they directly affect the rendering quality of I-DACS. Typical
rendering results of these two variants and I-DACS are given
in Fig. 8. From Fig. 8, it can be seen that since NI-DACS
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curves and the localization results of the evaluated methods are plotted as red curves.

ignores the observation direction and directly performs a
simple average process on the sampled colors from multiple
frames, obvious artifacts appear at the edge of the statue in
its rendering results. Besides, NO-DACS does not handle the
occlusion problem and thus the color may be sampled from
incorrect positions in some of the frames, which also brings
obvious artifacts in its rendering results. For comparison, our
I-DACS can achieve high-quality rendering without obvious
artifacts or blur. Through the ablation studies, it’s corrobo-
rated that both the direction-aware sampling strategy and the
occlusion decay mechanism are necessary for I-DACS.

2) Localization Accuracy: NP-DACS and NL-DACS were
about the evaluations on the motion prior supervision and the
long-term data association mechanism, respectively. These two
mechanisms are utilized in our incremental pose-field joint
estimation framework and are directly related to the localiza-
tion accuracy of I-DACS. To further qualitatively corroborate
our analysis, typical samples of the localization trajectories
yielded by compared baselines are offered in Fig. 9. From
Fig. 9, it can be clearly seen that, without motion prior,
NP-DACS cannot show stable tracking performance. As for
NL-DACS, without long-term data associations, the accu-
mulated localization errors cannot be effectively eliminated.
For comparison, the trajectory yielded by I-DACS is almost
completely consistent with the ground truth, corroborating
the necessity of the existing module configurations of our
incremental framework.

3) Geometric Accuracy: ND-DACS is used to verify the
necessity of the depth supervision, which is most related
to the geometry structure of the radiance field. To verify
the necessity of the depth supervision, we offer quanti-
tative and qualitative comparisons between ND-DACS and
I-DACS in the accuracy of depth rendering. Specifically,
quantitative depth rendering results of both ND-DACS and
I-DACS on Scannet dataset [80] are offered in Table IX.
Besides, typical samples of the rendered depth maps from
both ND-DACS and I-DACS are offered in Fig. 10. From
Table IX and Fig. 10, it can be found that I-DACS overwhelm-
ingly surpass ND-DACS in the performance of geometric
accuracy, strongly corroborating the effectiveness of the depth
supervision.

TABLE IX

DEPTH RENDERING ACCURACY OF ND-DACS AND
I-DACS ON SCANNET DATASET

AbsRell SqRell RMSE, RMSElogl o011 o2 o3t
ND-DACS  0.205 0.308 0.669 0.257 0798 0934  0.969
I-DACS 0.098 0.090 0.151 0.144 0.925 0984  0.996
(a) RGB (b) DPT
(c) ND-DACS (d) I-DACS

Fig. 10. The comparison between ND-DACS and I-DACS on the accuracy
of geometric structure. (a) and (b) are the ground truth RGB image and the
corresponding depth map estimated by DPT, respectively. (c) is the depth map
rendered by ND-DACS while (d) is the result of I-DACS.

VI. LIMITATIONS AND FUTURE WORK

Currently, the color field in I-DACS is implemented
based on our proposed direction-aware color sampling strat-
egy. While our approach successfully enables rapid training
and high-fidelity novel-view synthesis, storing images of
key-frames in the memory may impose a certain degree of
storage burden. Specifically, given a sequence from Tanks
and Temples [81] or Scannet [80], the model in hash-table
form occupies about 50.4MB space, while in I-DACS
7.2MB~21.5MB additional space is necessary to store the
RGB images of key-frames. Since I-DACS overwhelmingly
surpasses existing similar methods in both rendering quality,
localization accuracy and training speed, such a degree of
memory overhead is usually worthy. This issue can potentially
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Fig. 11. The illustrations of the structured dataset and the unstructured
dataset. The poses of frames are plotted as blue triangles and frames are
linked in order.

be mitigated through caching engineering design or image
compression.

Besides, I-DACS can perform well on data sequences
with structured frames, while it cannot handle the cases of
training radiance fields from unstructured datasets, such as
Synthetic-NSVF [85] and BlendedMVS [86]. The illustrations
of structured and unstructured frames are given in Fig. 11.
Actually, for the problem of radiance field construction on
unstructured datasets without pose prior, as far as we know,
not only our I-DACS but also all other existing similar methods
cannot be usable. Specifically, BARF [21], NeRFmm [22]
and SC-NeRF [20] can only refine the poses of frames in
limited ranges and without pose prior they cannot normally
work. LocalRF [18] and Nope-NeRF [19] rely highly on
the optical flow or point cloud loss to offer inter-frame
constraints, while on unstructured datasets such constraints
cannot be established. The main cause to the failure of existing
methods on the task of pose-free radiance field construction
on unstructured dataset is that, there may be no common-view
regions between adjacent frames since the data sequence
is disordered. Thus, the solution space of poses is difficult
to be narrowed down, which causes that the poses cannot
be recovered. One possible feasible solution is that, cluster-
ing all frames in the unstructured dataset to establish their
co-visible relationships. After that, the poses of all frames can
be recovered in a proper order. Looking ahead, we remain
committed to dedicating our efforts in these aspects to enhance
the robustness of our work.

VII. CONCLUSION

In this paper, we studied a practical problem, radiance
field construction without pose prior, and proposed a novel
solution, namely I-DACS. I-DACS chooses to track frames and
construct the radiance field simultaneously in an incremental
manner, and the poses are absolutely estimated from the
radiance field, achieving consistent localization results to the
field. The radiance field in I-DACS is decomposed into two
distinct components: the density field and the color field. The
density field is modeled in the commonly employed hash-table
representation, while the color field, which is usually much
more time-consuming to train, is described by our proposed
direction-aware color sampling strategy. Such a representa-
tion can effectively preserve fine-grained image details and
always keep the color field consistent to the key-frame poses,
guaranteeing the fast and stable convergence of our I-DACS.
One eminent feature of our I-DACS is that, keeping SOTA
rendering quality and localization accuracy, it achieves an
amazing speed performance in the task of pose-free radiance
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construction, which is about 8 x ~ 80x faster compared with
other existing competitors. The experimental results corrobo-

k ‘ ) = <\} rate the superior performance of I-DACS.
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